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7. GLOBAL CHANGES - GREENHOUSE EFFECT CAUSES AND CONSEQUENCES
 NOAA-NMFRI COOPERATION (1992-2011)
Marianna Pastuszak, Pieter Tans, Ed Dlugokencky, Tycjan Wodzinowski
7.1. Carbon – its cycling and role in sustaining life on Earth
Carbon is the 15th most abundant element in the Earth's crust, and the fourth most abundant element in the universe by mass, after hydrogen, helium, and oxygen. Carbon's widespread abundance, its ability to form stable bonds with numerous other elements, and its unusual ability to form polymers at the temperatures commonly encountered on Earth enable it to serve as a common element of all known living organisms (Falkowski et al., 2000). Along with the nitrogen cycle and the water cycle, the carbon cycle comprises a sequence of events that are key to make Earth capable of sustaining life. Carbon forms the structure of all life on the planet, making up ca. 50% of the dry weight of living things. The cycling of carbon approximates the flows of energy around the Earth, the metabolism of natural, human, and industrial systems. Plants transform radiant energy into chemical energy in the form of sugars, starches, and other forms of organic matter; this energy, whether in living organisms or dead organic matter, supports food chains in natural ecosystems as well as human ecosystems, not the least of which are fossil forms of energy for heating, transportation, and generation of electricity (Houghton, 2003).
The global carbon cycle is usually divided into the following major reservoirs of carbon and these are interconnected by pathways of exchange shown in Fig. 1: (i) the atmosphere, (ii) the terrestrial biosphere, (iii) the ocean, including dissolved inorganic carbon and living and non-living marine biota, (iv) the sediments, including fossil fuels, freshwater systems, and non-living organic material, (v) the Earth's interior (mantle and crust). Carbon exchange between reservoirs occurs as the result of various chemical, physical, geological, and biological processes. The ocean contains the largest active pool of carbon near the surface of the Earth. The natural flows of carbon between the atmosphere, ocean, terrestrial ecosystems, and sediments are fairly balanced so that carbon levels would be roughly stable without human influence (Prentice et al., 2001; Archer, 2010; Govind and Kumari, 2014).

It is worth emphasizing that in 1850, the atmospheric reservoir contained 600 Gigaton carbon (GtonC) of CO2 (https://worldoceanreview.com/en/wor-1/ocean-chemistry/co2-reservoir/); it now (in 2020) contains 890 GtonC of CO2 (Fig. 1A) and that is the effect of human activity. The main point in Fig 1A is to make a distinction between the huge geological, but very slowly exchanging, reservoirs and rapid exchange between the atmosphere and oceans and atmosphere and terrestrial biosphere. The main point in Fig. 1B is how emissions have grown between 1960 and 2020, now overwhelming natural processes; numbers  +1.4 and +4.2
 at the top of Fig. 1B indicate that the atmospheric burden increased by 1.4 GtonC in 1960 and 4.2 GtonC in 2020. We have to note that 1 ppm spread through the entire atmosphere requires 2.124 Gigaton carbon (GtonC). That is the same as 2.124*44/12=7.79 GtonCO2 (Fig. 1A, B). This Pieter’s remark is not clear to me
                                                             (A)
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Fig. 1 Carbon cycle; upper graph (A) - numbers in red represent fast exchangers; lower pair of graphs (B) – carbon cycle in 1960 and 2020; units used in both graphs: Gton carbon (source: Global Monitoring Laboratory, Boulder, Colorado) 
Carbon is continuously exchanged and recycled among its reservoirs through natural processes. These processes occur at various rates ranging from short-term fluctuations which occur daily and seasonally to very long-term cycles which occur over hundreds of millions of years. For example, there is a clear seasonal cycle in atmospheric carbon dioxide (CO2) owing to photosynthesis during the growing season when plants remove large amounts of CO2 from the atmosphere and it enters the terrestrial and oceanic biospheres. Carbon dioxide also dissolves directly from the atmosphere into bodies of water (ocean, lakes, etc.), as well as dissolves in precipitation as raindrops fall through the atmosphere. When dissolved in water, carbon dioxide reacts with water molecules and forms carbonic acid, which contributes to ocean acidity. Carbon dioxide can be absorbed by rocks through weathering (Falkowski et al., 2000).
Respiration (from both plants and animals) and decomposition of leaves, roots, and organic compounds release CO2 back into the atmosphere. On a scale spanning decades to centuries, CO2 levels fluctuate gradually between the ocean and atmospheric reservoirs as ocean mixing occurs (between surface and deep waters) and the surface waters exchange CO2 with the atmosphere. Much longer cycles also occur, on the scale of geologic time, due to the deposition and weathering of carbonate and silicate rock. Carbonate rocks like limestone are formed from the shells of marine organisms buried on the ocean floor, and they are chemically eroded by reaction with CO2 in the air and in soils.  Silicate rock reacts with carbonate rock deep underground, producing CO2 gas coming out of volcanoes. Fossil fuels form a relatively small part of these natural geologic cycles (https://www.esrl.noaa.gov/gmd/education/carbon_toolkit/basics.html).
The majority of Earth's atmosphere is composed of a mixture of only a few gases i.e. nitrogen, oxygen, and argon. When combined, these three gases comprise more than 99.5% of all the gas molecules in the atmosphere. The most abundant  atmospheric gases exhibit almost no effect on warming the earth and its atmosphere since they do not absorb visible or infrared radiation. However, there are minor gases which comprise only a small portion of the atmosphere (about 0.43% of all air molecules, most of which are water vapor at 0.39%) that do absorb infrared radiation. These "trace" gases contribute substantially to warming of the Earth's surface and atmosphere due to their abilities to contain the infrared radiation emitted by the Earth. Since these trace gases influence the Earth in a manner somewhat similar to a greenhouse, they are referred to as Greenhouse Gases, or GHGs (https://www.esrl.noaa.gov/gmd/education/carbon_toolkit/basics.html; Jain, 1993).

The processes responsible for adding carbon to and withdrawing it from the atmosphere are not well enough understood to predict future levels of CO2 with great accuracy. These processes are a part of the global carbon cycle. Some of the processes that add carbon to the atmosphere or remove it, such as the combustion of fossil fuels and the establishment of tree plantations, are under direct human control. Others, such as the accumulation of carbon in the oceans or on land as a result of changes in global climate (i.e. feedbacks between the global carbon cycle and climate), are not under direct human control except through controlling rates of greenhouse gas emissions and, hence, climatic change (Prentice et al., 2001; Houghton, 2003; Schimel et al., 2015). 
7.2. Greenhouse effect – global and local view of the problem

We use the information as well as graphic documentation contained in the huge work by Ritchie and Roser (2020) and published online. These authors offer the free of charge use of their graphics without the required consent of the authors, but on the condition that the data source is provided, without skipping the data sources on the basis of which this important scientific work was created. We have fulfilled these conditions, and would like to add with great satisfaction that in many cases Ritchie and Roser (2020) used data from the National Oceanic and Atmospheric Administration (NOAA), the American institution with which Poland has cooperated for the past 50 years (see Chapters 1-6).
7.2.1. Increasing amount of carbon in atmosphere – global scale emissions and their sources 
Carbon, in the form of carbon dioxide (CO2) and methane (CH4), forms two of the most important greenhouse gases. Methane produces a larger greenhouse effect per kg as compared to carbon dioxide, but it exists in much lower concentrations and is more short-lived than carbon dioxide, making carbon dioxide the more important greenhouse gas of the two (Falkowski et al., 2000; Forster et al., 2007; Ciais et al., 2016). However, on a 20-year timescale, a mass of methane emitted, including indirect effects from stratospheric H2O and tropospheric O3, is about 85 times more powerful than an equal mass of carbon dioxide emitted at warming the Earth, but on a 100-year timescale, it is projected to be only about 28-34 times more powerful, on the assumption the carbon dioxide will not be sequestered and will continue to warm the earth for decades after the methane is gone (Myhre et al., 2013). 
It arises from the global methane budget (Table 1) that natural emissions covering: inland waters, geological processes, oceans, termites, wild animals, permafrost, and vegetation are the greatest source of CH4 emission on a global scale; the second place takes agriculture, and then wetlands and fossil fuel production. The difference between the average emissions and average sinks of methane in 2008-2017 reached 110 million tonnes of CH4 which constituted atmospheric growth rate in the period studied (Saunois et al., 2020; Table 1). 
Table 1 Global methane budget in 2008-2017
; in red – anthropogenic emissions; in brown – natural and anthropogenic emissions; in green – natural emissions (source of data: Saunois et al., 2020)
	Global methane budget (2008-2017)

	Total emissions
[million tonnes of CH4/year]
	Total sinks
[million tonnes of CH4/year]

	Source:
	
	Source:
	

	Fossil fuel production and use
	128 
	Sinks arising from the chemical reactions in the atmosphere
	595


	Agriculture and waste
	206
	Sinks in soil
	30

	Biomass burning 
	30 


	
	

	Wetlands
	149
	
	

	Other natural emissions (inland waters, geological, oceans, termites, wild animals, permafrost, vegetation)
	222

	
	

	TOTAL:
	735
	
	625


Methane is released from previously frozen soils when organic matter thaws and decomposes under anaerobic conditions, that is, without oxygen present (IPCC, 2007). Most of the current permafrost formed during or since the last ice age and can extend down to depths of more than 700 meters in parts of northern Siberia and Canada. Thawing of part of the permafrost has not yet been fully accounted for in climate projections. The anomalous rise in temperatures over the Arctic, occurring at about twice the global rate, threatens the stability of the carbon-rich permafrost, with consequent release of volumes of methane and deleterious effects on the terrestrial and marine habitats (Friedlingstein et al., 2006; Gruber, 2011; Koven et al., 2011). In particular, Arctic permafrost, which covers almost a quarter of the Northern Hemisphere continents, is estimated to contain more than 900 billion tons of carbon (Glikson, 2018).  
The remaining greenhouse gases are dealt with and these cover: nitrous oxide (N2O), hydrofluorocarbons (HFC), perfluorocarbons (PFC), and sulphur hexafluoride (SF6) (Forster et al., 2007; Ritchie and Roser, 2020) (Fig. 2). Carbon dioxide equivalent (CO2e) was adopted by Ritchie and Roser (2020) and that requires explanation, following the abovementioned authors. Greenhouse gases vary in their relative contributions to global warming; i.e. one tonne of emitted methane does not have the same impact on warming as one tonne of emitted carbon dioxide. These conversions are defined using ‘Global Warming Potential’ (GWP) which can be defined on a range of time-periods, however the most commonly used is the 100-year timescale (GWP100). The GWP100 metric measures the relative warming impact of one unit mass emitted of a greenhouse gas relative to the same mass of carbon dioxide over a 100-year timescale. GWP100 values are used to combine greenhouse gases into a single metric of emissions called carbon dioxide equivalents (CO2e). The sums of all gases in CO2e provide a measure of total greenhouse gas emissions (Ritchie and Roser, 2020). It is worth noticing that carbon dioxide emission, measured in tonnes  of carbon dioxide equivalents, increased from 15 billion tonnes in 1970 to 35 billion tonnes in 2012 (Fig. 2).
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Fig. 2 Global greenhouse emissions by gas source, measured in tonnes of carbon dioxide equivalent (CO2e) in 1970-2012 [source: Ritchie and Roser (2020) “CO₂ and Greenhouse Gas Emissions”. Published online at OurWorldInData.org. Retrieved from: 'https://ourworldindata.org/co2-and-other-greenhouse-gas-emissions'; sources of input data are visible within the field of graph]
Human activities over the past two centuries have significantly increased the amount of carbon in the atmosphere, mainly in the form of carbon dioxide (Fig 3), both by modifying ecosystems' ability to extract carbon dioxide from the atmosphere and by emitting it directly, e.g., by burning fossil fuels and manufacturing concrete (Jain, 1993; Falkowski et al., 2000; Worrell et al., 2001; Ritchie and Roser, 2020). Global atmospheric CO2 was relatively stable, fluctuating between 270 and 285 ppm until the 18th century. Since the Industrial Revolution, global CO2 has been rapidly increasing (Fig. 3), reaching ca. 340 ppm in 1980, and ca. 414 ppm in 2021 (Fig. 4).
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Fig. 3 Global mean annual atmospheric carbon dioxide (CO2) over the past two millennia; ppm stands for parts per million, by mole (dry air) [source: Ritchie and Roser (2020) “CO₂ and Greenhouse Gas Emissions”. Published online at OurWorldInData.org. Retrieved from: 'https://ourworldindata.org/co2-and-other-greenhouse-gas-emissions'; sources of input data are visible within the field of graph]
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Fig. 4 Global monthly mean atmospheric CO2 in 1980-2020 (left graph) and updated till 2021 (right graph); unit: ppm (source: https://gml.noaa.gov/webdata/ccgg/trends/co2_trend_gl.pdf; https://gml.noaa.gov/ccgg/trends/global.html) 
The past 800 000 years were characterized by fluctuations in CO2, which according to Ritchie and Roser (2020), coincided with the onset of ice ages (low CO2) and interglacials (high CO2); the periodic fluctuations are caused by changes in Earth’s orbit around the Sun. For centuries, until the Industrial Revolution, global CO2 did not exceed 300 ppm (Fig. 5). The present atmospheric CO2 concentration has not been exceeded during the past  4 million years. The rate of increase after 1970 is unprecedented, certainly during the past 20,000 years, and likely the last million years. The present atmospheric CO2 increase is caused by anthropogenic emissions of CO2. Fossil fuel burning (plus a small contribution from cement production) released on average 5.4 ( 0.3 PgC yr–1 during 1980 to 1989, and 6.3 ( 0.4 PgC yr–1 during 1990 to 1999 (unit PgC - petagrams of carbon; 1 PgC = 1 GtC = 1015 g C). Some authors (Prentice et al., 2001; Ritchie and Roser, 2020) state that land use change is responsible for the rest of the emissions, but we have to keep in mind that in the early years of the Industrial Revolution land use change emissions were larger than coal burning, until near the end of the 19th century when coal and oil burning overtook land use emissions. Today, land use emissions are only ~10% of all emissions, while net uptake by land ecosystems is quite large, probably in part as a result of fertilization by CO2 (50% higher than in pre-industrial times) and by reactive nitrogen (reference ??
).
[image: image6.png]Atmospheric CO2 concentration

Global average long-term atmospheric concentration of carbon dioxide (COz), measured in parts per million (ppm).

Long-term trends in COz concentrations can be measured at high-resolution using preserved air samples from ice
cores.

400 ppm World
350 ppm
300 ppm
250 ppm
200 ppm
150 ppm
100 ppm
50 ppm

0ppm
803719 BCE 600000 BCE 400000 BCE 200000 BCE 2018

Source: EPICA Dome C CO2 record (2015) & NOAA (2018)
OurWorldinData.org/co2-and-other-greenhouse-gas-emissions » CC BY




Fig. 5 Global average long-term atmospheric CO2 in ppm [source: Ritchie and Roser (2020) “CO₂ and Greenhouse Gas Emissions”. Published online at OurWorldInData.org. Retrieved from: 'https://ourworldindata.org/co2-and-other-greenhouse-gas-emissions'; sources of input data are visible within the field of graph]

There is also an evident increase in atmospheric methane concentrations, from ca. 700 ppb in 1750 to over 1 800 ppb in 2018, and an increase in atmospheric nitrous oxide concentrations from 270 ppb in 1750 to over 330 ppb in 2016 (Ritchie and Roser, 2020) (Figs. 6, 7). 
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Fig. 6 Global annual average atmospheric of methane (CH4) in 1750-2018; ppb stands for parts per billion, by mole (dry air) [source: Ritchie and Roser (2020) “CO₂ and Greenhouse Gas Emissions”. Published online at OurWorldInData.org. Retrieved from: 'https://ourworldindata.org/co2-and-other-greenhouse-gas-emissions'; sources of input data are visible within the field of graph]
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Fig. 7 Global annual average atmospheric of nitrous oxide (N2O) in 1751-2016; ppb stands for parts per billion, by mole (dry air) [source: Ritchie and Roser (2020) “CO₂ and Greenhouse Gas Emissions”. Published online at OurWorldInData.org. Retrieved from: 'https://ourworldindata.org/co2-and-other-greenhouse-gas-emissions'; sources of input data are visible within the field of graph]

Before the Industrial Era, circa 1750
, atmospheric carbon dioxide (CO2) was 280(10 ppm for several thousand years (Fig. 3). It has risen continuously since then, reaching 367 ppm in 1999. Global mean CO2 in 2005 was 379 ppm (see also Fig. 4 and comment that follows), leading to an RF (RF - radiative forcing – for an explanation see to Forster et al., 2007 and Tans et al., 2020) of +1.66 [±0.17] W m–2. Forster et al. (2007) further state that past emissions of fossil fuels and cement production have likely contributed about three-quarters of the current RF. For the 1995 to 2005 decade, the growth rate of CO2 in the atmosphere averaged 1.9 ppm yr–1 and CO2 RF increased by 20%: this is the largest change observed or inferred for any decade in at least the last 200 years. From 1999 to 2005, global emissions from fossil fuel and cement production increased at a rate of roughly 3% yr–1. Global mean CH4 in 2005 was 1,774 ppb, contributing an RF of +0.48 [±0.05] W m–2. From 1983-2006, CH4 growth rate in the atmosphere generally decreased (see also next sub-chapter). Nitrous oxide continues to rise approximately linearly (0.26% yr–1) and reached 319 ppb in 2005, contributing an RF of +0.16 [±0.02] W m–2. Recent studies reinforce the large role of emissions from tropical regions in influencing the observed spatial GHG gradients. Concentrations of many of the fluorine-containing Kyoto Protocol (Cirman et al., 2009) gases (hydrofluorocarbons HFCs, perfluorocarbons, SF6) have increased by large factors (between 4.3 and 1.3) between 1998 and 2005. Their total RF in 2005 was +0.017 [±0.002] W m–2 and is rapidly increasing by roughly 10% yr–1 (Dessai et al., 2003; Forster et al., 2007).
A dramatic increase in climate radiative forcing (RF) by greenhouse gases over the 19th to 21st century has also been reported by Tans et al. (2020; https://gml.noaa.gov/ccgg/ghgpower) (Fig. 8). The combined climate radiative forcing by CO2, CH4, N2O, and industrial gases was slowly increasing from 0.1 W m–2 in 1800 to ca. 0.4 W m–2 in 1900, to reach the maximum of 3.2 W m–2 in 2019. Over 1800-2019 there was a predominate role of CO2 in climate radiative forcing; in 2019 as much as 66% of climate forcing was by CO2. 

[image: image9.emf]
Fig. 8 Radiative climate forcing by all GHGs in 1800-2015. The horizontal arrow shows where climate forcing surpassed 1% of Earth’s weather and climate engine (source: Tans et al., 2020; https://gml.noaa.gov/ccgg/ghgpower/)


A much longer time frame of radiative climate forcing by all GHGs changes is presented in Fig. 9. This is irrefutable evidence that RF was practically non-existent until the Industrial Revolution
; the drastic increase since 1800 is the result of human activity (Tans et al., 2020).
[image: image10.emf]
Fig. 9 Radiative climate forcing by all GHGs in pre-industrial and modern times (source: Tans et al., 2020; https://gml.noaa.gov/ccgg/ghgpower/); CE (Common Era) is the secular equivalent of AD (anno Domini)
Carbon dioxide concentrations in the atmosphere are strictly connected with its emissions which globally increased from 2 billion tones in 1900 to over 35 billion tones in 2017. The emission is highly variable depending on region, with highest contribution of China, the U.S., Europe (EU-28 plus Europe other), and Asia and Pacific (other) (Fig. 10).  
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Fig. 10 Annual total carbon dioxide (CO2) emissions by world region in 1751-2017 [source: Ritchie and Roser (2020) “CO₂ and Greenhouse Gas Emissions”. Published online at OurWorldInData.org. Retrieved from: 'https://ourworldindata.org/co2-and-other-greenhouse-gas-emissions'; sources of input data are visible within the field of graph]
Hereafter, we present the tree map visualization that shows annual CO2 emissions by country, and aggregated by region (Fig. 11; Ritchie and Roser, 2020). Each inner rectangle in Fig 11 represents a country which is nested in a particular colored region. Tree maps are used to compare entities (such as countries or regions) in relation to others, and relative to the total. The size of each rectangle corresponds to its annual CO2 emissions in 2017, whereas the combined rectangles represent the global total. Asia is by far the largest emitter, accounting for 53% of global emissions. As it is home to 60% of the world’s population this means that per capita emissions in Asia are slightly lower than the world average. China is Asia’s and the world’s largest emitter: it emits nearly 9.8 billion tonnes each year, more than one-quarter of global emissions. North America – dominated by the USA – is the second largest regional emitter at 18% of global emissions. It is followed closely by Europe (28 countries of the European Union) with 17%. Africa and South America are both fairly small emitters: accounting for 3-4% of global emissions each (Fig. 11; Ritchie and Roser, 2020). 
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Fig. 11 Global carbon dioxide (CO2) emissions by country and region in 2017 [source: Ritchie and Roser (2020) “CO₂ and Greenhouse Gas Emissions” – graph modified and simplified in order to get acceptable resolution for printing; Published online at OurWorldInData.org. Retrieved from: 'https://ourworldindata.org/co2-and-other-greenhouse-gas-emissions'; sources of input data are visible within the field of graph]

Studies by Leip et al.  (2015) concentrate on impacts of European livestock production on nitrogen (N), sulphur (S), phosphorus (P) and greenhouse gas emissions, land-use, water eutrophication and biodiversity. The outcome shows that livestock production systems currently occupy around 28% of the land surface of the European Union (equivalent to 65% of the agricultural land). In conjunction with other human activities, livestock production systems affect water, air and soil quality, global climate and biodiversity, altering the biogeochemical cycles of nitrogen, phosphorus and carbon. The above mentioned authors explain that for each environmental effect, the contribution of livestock is expressed as shares of the emitted compounds and land used, as compared to the whole agricultural sector. Their results show that the livestock sector contributes significantly to agricultural environmental impacts. This contribution is 78% for terrestrial biodiversity loss, 80% for soil acidification and air pollution (ammonia and nitrogen oxides emissions), 81% for global warming, and 73% for water pollution (both N and P). The agriculture sector itself is one of the major contributors to these environmental impacts, ranging between 12% for global warming and 59% for N water quality impact. 
Ritchie and Roser (2020) present also a graph showing cumulative carbon dioxide emissions (obtained by adding up each country’s annual CO2 emissions over time) over the period from 1751 (Industrial Revolution) through 2017 (Fig. 12). In this period, the world has emitted over 1.5 trillion tonnes of CO2. The United States is the largest emitter of CO2, with overall emission reaching ca. 399 billion tonnes, which constitutes 25% of historical emissions, which is twice as much as China – the world’s second largest national contributor. The European Union (EU-28) is also a large historical contributor with emission reaching 22%. Many of the large annual emitters today, such as India and Brazil, are not large contributors in a historical context. Africa’s regional contribution, relative to its population size, has been very small. This is the result of very low per capita emissions, both historically and currently (Ritchie and Roser, 2020).
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Fig. 12 Cumulative carbon dioxide (CO2) emissions over 1751 to 2017; figures are based on production-based emissions which measure CO2 produced domestically from fossil fuel combustion and cement, and do not correct for emissions embedded in trade (i.e. consumption based); emissions from international travel are not included [source: Ritchie and Roser (2020) “CO2 and Greenhouse Gas Emissions” – graph modified and simplified in order to get acceptable resolution for printing. Published online at OurWorldInData.org. Retrieved from: 'https://ourworldindata.org/co2-and-other-greenhouse-gas-emissions'; sources of input data are visible within the field of graph]

Ritchie and Roser (2020) show that there is a relationship between income and per capita CO2 emissions, and theoretically it can be expected that countries with high standards of living would have a large carbon footprint (Fig. 13). But, as the authors prove, there can be large differences in per capita emissions, even among countries with similar standards of living. Many countries across Europe, for example, have much lower emissions than the U.S., Canada or Australia. In fact, as shown further, some European countries have emissions not far from the global average. For example, in 2017, emissions in Portugal reached 5.3 tonnes, in France, 5.5 tonnes, and in the UK, 5.8 tonnes per person (Fig. 13). This is also much lower than some of their neighbors with similar standards of living, such as Germany, the Netherlands, or Belgium. The explanation lies in the choice of energy sources. In the UK, Portugal and France, a much higher share of electricity is produced from nuclear and renewable sources. There is another component, namely energy efficiency and energy conservation. The latter includes having excellent public transport, safe bicycle paths etc. This means a much lower share of electricity is produced from fossil fuels, e.g. in 2015, only 6% of France’s electricity came from fossil fuels, compared to 55% in Germany. So, prosperity is a primary driver of CO2 emissions, but policy and technological choices make a difference. Many countries in the world still have very low per capita CO2 emissions. In many of the poorest countries in Sub-Saharan Africa – such as Chad, Niger and the Central African Republic – the average footprint is around 0.1 tonnes per year. That is more than 160 times lower than the USA, Australia and Canada (Ritchie and Roser, 2020; Fig. 13). 
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Fig. 13 Carbon dioxide (CO2) emissions per capita (measured in tonnes per person per year) in 2016 vs. GDP (Gross Domestic Product per capita in 2016 measured in international dollars in 2011 prices to adjust for prices differences between countries and adjust for inflation [source: Ritchie and Roser (2020) “CO2 and Greenhouse Gas Emissions”. Published online at OurWorldInData.org. Retrieved from: 'https://ourworldindata.org/co2-and-other-greenhouse-gas-emissions'; sources of input data are visible within the field of graph]    

 
According to the Carbon Dioxide Information Analysis Center (CDIAC), global CO2 emissions from coal constituted 90.5% of the total in 1920, from oil, 8.4% , and from  gas, 1.2%; use of oil/gas did not really get started until 1890 (reference????). A dramatic increase in carbon emission was observed after 1950, when there appeared two other sources of CO2, i.e. oil and gas, which were followed by cement production. Cement production contributes insignificantly as compared with coal, oil and gas. Overall CO2 emission from all the sources exceeded 35 billion tonnes in 2017 (Ritchie and Roser, 2020; Fig. 14).
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Fig. 14 Global carbon dioxide (CO2) emissions by fuel type in 1751-2017 [source: Ritchie and Roser (2020) “CO₂ and Greenhouse Gas Emissions”. Published online at OurWorldInData.org. Retrieved from: 'https://ourworldindata.org/co2-and-other-greenhouse-gas-emissions'; sources of input data are visible within the field of graph]
Global greenhouse gas emissions can be broken down by the following sectored sources: (i) energy (energy, manufacturing and construction industries and fugitive emissions), (ii) transport (domestic aviation, road transportation, rail transportation, domestic navigation, other transportation), (iii) international bunkers (international aviation, international navigation/shipping), (iv) residential (commercial, institutional and agriculture, forestry and fishery, (v) industry (production of minerals, chemicals, metals, pulp/paper/food/drink, halocarbons, refrigeration and air conditioning; aerosols and solvents; semiconductor/electronics manufacture; electrical equipment), (vi) waste (solid waste disposal; wastewater handling; waste incineration; other waste handling), (vii) agriculture (methane and nitrous oxide emissions from enteric fermentation; manure management; rice cultivation; synthetic fertilizers; manure applied to soils; manure left on pasture; crop residues; burning crop residues, savanna and cultivation of organic soils, land use (emissions from the net conversion of forest; cropland; grassland and burning biomass for agriculture or other uses), (viii), other sources (fossil fuel fires; indirect nitrous oxide from non-agricultural NOx and ammonia; other anthropogenic sources) (Ritchie and Roser, 2020). 
7.2.2. Increasing amount of carbon in atmosphere – examples of local scale emissions 

The Global Monitoring Laboratory (GML; formerly known as Climate Monitoring and Diagnostic Laboratory (CMDL) and ESRL/GMD) (Earth System Research Laboratory/ Global Monitoring Division) of the National Oceanic and Atmospheric Administration in Boulder, Colorado, U.S. (see subchapter 7.3) conducts research that addresses three major challenges: greenhouse gas and carbon cycle feedbacks, changes in clouds, aerosols, and surface radiation, and recovery of stratospheric ozone. Monthly average carbon dioxide data for the four baseline observatories are presented in Fig. 15. The observed increase, due primarily to CO2 emissions from fossil fuel burning, is similar at all four remote locations. CO2 remains in the atmosphere for a very long time, and emissions from any location mix throughout the atmosphere in about one year. The annual oscillations at the two Northern Hemisphere
 sites (Barrow, Alaska and Mauna Loa, Hawaii – see additional info. below) are due to the seasonal imbalance between the photosynthesis and respiration of plants on land. The seasonal cycle is strongest in the northern hemisphere because of the presence of the continents. The difference between Mauna Loa and the South Pole has increased over time as the global rate of fossil fuel burning, most of which takes place in the northern hemisphere, has accelerated. In 1975, average annual CO2 was ~330 ppm, and it demonstrated a steady significant increase to reach 412 ppm in 2020 (https://www.esrl.noaa.gov/gmd/ccgg/ggrn.php; Fig. 15).
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Fig. 15 Monthly average atmospheric carbon dioxide (CO2) from GML baseline observatories (source: https://www.esrl.noaa.gov/gmd/ccgg/ggrn.php)

The Barrow Atmospheric Baseline Observatory (BRW), established in 1973, is located on the northern most point of the United States. It is about 8 km northeast of the village of Utqiaġvik (formerly Barrow) Alaska, and has a prevailing east-northeast wind off the Beaufort Sea. Although the measurements at BRW are made over open tundra, there are large lagoons and a number of lakes in the vicinity, and the Arctic Ocean is less than 3 km northwest of the site. Because of its proximity to these bodies of water and the fact that the prevailing winds are off the Beaufort Sea, BRW is perhaps best characterized as having an Arctic maritime climate affected by variations of weather and sea ice conditions in the Central Arctic. The Mauna Loa Observatory (MLO) is located on the north flank of Mauna Loa Volcano, on the Big Island of Hawaii, at an elevation of 3397 meters, or 11,135 feet above sea level. The observatory is a premier atmospheric research facility that has been continuously monitoring and collecting data related to atmospheric change since the 1950s. The observatory protrudes through the strong marine temperature inversion layer present in the region, which separates the more polluted lower portions of the atmosphere from the much cleaner free troposphere. The undisturbed air, remote location, and minimal influences of vegetation and human activity at MLO are ideal for monitoring constituents in the atmosphere that can cause climate change. The American Samoa Observatory (SMO) is located in the middle of the South Pacific, about midway between Hawaii and New Zealand. It is characterized by year-round warmth and humidity, lush green mountains, and strong Samoan culture. The observatory is situated on the northeastern tip of Tutuila Island, American Samoa, at Cape Matatula. The South Pole Observatory (SPO) is located at the geographic South Pole on the Antarctic plateau at an elevation of 2837 m above sea level. The South Pole Observatory was established at the geographical South Pole in 1957 as part of the International Geophysical Year (https://www.esrl.noaa.gov/gmd/).

An identical rate of increase in CO2 in the atmosphere (from ca. 357 ppm in 1992 to ca. 396 ppm in 2011) was also found at the greenhouse gases monitoring station located on the ferry STENA BALTICA operating in the Baltic Sea region; the monitoring station was supervised by the National Marine Fisheries Research Institute, Poland (Fig. 16; see Fig 8 in Chapter 1, and subchapter 7.4).
[image: image17.emf]
Fig. 16 Atmospheric CO2 from the BALTIC sampling site for 1992-2011 (sampling frequency – twice a week) (for details see subchapter 7.4) (source: GML, Boulder, Colorado) 
7.2.3. Global CO2 and CH4 growth rates in 2000-2020
A quantity of keen interest for each trace gas is the global-average rate of increase (“growth rate”), after removal of the seasonal cycle. The CO2 and CH4 growth rates are plotted as a function of time and latitude (Fig. 17). The CO2 growth rate varies from year to year with a trend toward higher growth rates since 2000. The CH4 growth rate slowed during the 1990s and early 2000s, but increased during 2007-2020. The annual variations of the CO2 growth rate are not due to variations in fossil fuel emissions. The ups and downs in the atmospheric CO2 increase are due to variations in the exchange of CO2 between the atmosphere, oceans, and land ecosystems. They are primarily due to small annual fluctuations of temperature and precipitation affecting photosynthesis and respiration on land. It is very important to know that the added CO2 does not disappear, but, as long as atmospheric CO2 keeps rising, a portion of it transfers each year from the atmosphere to the oceans and to plants on land. The transfer of CO2 to the oceans causes their acidification (https://www.esrl.noaa.gov/gmd/ccgg/ggrn.php). 
In addition to acting as the planet’s heat sink, the oceans have absorbed approximately one-third of the carbon dioxide produced by human activities. The absorption of anthropogenic CO2 has acidified the surface layers of the ocean, with a steady decrease of 0.02 pH units per decade over the past 30 years and an overall decrease since the pre-industrial period of 0.1 pH units (Hoegh-Guldberg and Bruno, 2010). These authors emphasize that although pH decreases appear small, they are associated with a substantial decline in the concentration of carbonate ions and represent a major departure from the geochemical conditions that have prevailed in the global ocean for hundreds of thousands if not millions of years.
The variations in CH4 growth rate (Fig. 17) are also related to climate anomalies (among other factors). For example, NOAA data suggest that the CH4 increase in 2007 to 2008 was related to greater-than-average precipitation in tropical regions resulting in above average emissions from tropical wetlands. Understanding the processes that cause the CO2 and CH4 growth rate variations and long-term trends is crucial to enable governments and society in general to make informed decisions on energy policy and on mitigating climate change. Long-term projections of CO2, CH4, and N2O depend on future emissions trajectories, which include land use, and on climate feedbacks as they are incorporated into climate-ecosystem models. An example of the latter would be Arctic warming increasing CH4 and CO2 emissions from melting permafrost, which would be out of human control. For models
 to be credible, it is necessary (but not sufficient) that they reproduce the recent past as we have observed it (https://www.esrl.noaa.gov/gmd/ccgg/ggrn.php).
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Fig. 17 Carbon dioxide (CO2) (upper graph) and methane (CH4) (lower graph) growth rate contours as a function of time and latitude; the warmer colors (yellow, orange) indicate periods of higher-than average growth rate and the cooler colors (blue, purple) indicate periods of lower growth rate (source: https://www.esrl.noaa.gov/gmd/ccgg/ggrn.php)

7.2.4. Increasing amount of carbon in atmosphere(climate change(global land and ocean temperature increase

The greenhouse gases contribute to a natural greenhouse effect that has kept the planet warm enough to evolve and support life (without the greenhouse effect, Earth's average temperature would be -33°C). Additions of greenhouse gases to the atmosphere from industrial activity, however, are increasing the concentrations of these gases, enhancing the greenhouse effect, and warming Earth (Houghton, 2003). Over the last few decades global temperature increased by 0.7(C as compared with 1961-1990 baseline; when this baseline is referred to 1850, it is clear that the average temperature increase reached 1.1(C (Ritchie and Roser, 2020; Fig. 18). The temperature increase in the North Hemisphere is higher, close to 1.4 (C since 1850, and lower in the Southern Hemisphere (close to 0.8(C) (Ritchie and Roser, 2020). Evidence suggests that this distribution is strongly related to ocean circulation patterns (notably the North Atlantic Oscillation) which has resulted in greater warming in the northern hemisphere (Delworth et al., 2016). Climatic variability has profound effects on the distribution, abundance and catch of oceanic fish species around the world. The major modes of this climate variability include the El Niño-Southern Oscillation (ENSO), the Pacific Decadal Oscillation (PDO) also referred to as the Interdecadal Pacific Oscillation (IPO), the Indian Ocean Dipole (IOD), the Southern Annular Mode (SAM) and the North Atlantic Oscillation (NAO). Other modes of climate variability include the North Pacific Gyre Oscillation (NPGO), the Atlantic Multidecadal Oscillation (AMO) and the Arctic Oscillation (AO) (Salinger, 2013).
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Fig. 18 Global average temperature ((C) relative to the average of the period between 1961 and 1990; the red line represents the median average temperature change, and the grey lines represent the upper and lower 95% confidence intervals [source: Ritchie and Roser (2020) “CO₂ and Greenhouse Gas Emissions”. Published online at OurWorldInData.org. Retrieved from: 'https://ourworldindata.org/co2-and-other-greenhouse-gas-emissions']

The temperature increase is mainly attributed to increase in CO2 concentrations in atmosphere and atmospheric CO2 is considered to be a principal control knob governing Earth’s temperature (Lacis et al., 2010). These authors state further that ample physical evidence shows that carbon dioxide (CO2) is the single most important climate-relevant greenhouse gas in Earth's atmosphere. This is because CO2, like ozone, N2O, CH4 and chlorofluorocarbons, does not condense and precipitate from the atmosphere at current climate temperatures, whereas water vapor can and does. Noncondensing greenhouse gases, which account for 25% of the total terrestrial greenhouse effect, thus serve to provide the stable temperature structure that sustains the current levels of atmospheric water vapor and clouds via feedback processes that account for the remaining 75% of the greenhouse effect. Without the radiative forcing supplied by CO2 and the other noncondensing greenhouse gases, the terrestrial greenhouse would collapse, plunging Earth’s climate into an icebound state.

The decadal global land and ocean surface average temperature anomaly for 2011–2020 was the warmest decade on record for the globe, with a surface global temperature of +0.82°C above the 20th century average. This surpassed the previous decadal record (2001–2010) of +0.62°C. The global annual temperature has increased at an average rate of 0.08°C per decade since 1880 and over twice that rate (+0.18°C) since 1981 (Fig. 19). The 2020 Northern Hemisphere land and ocean surface temperature was the highest in the 141-year record at +1.28°C above average. This was 0.06°C higher than the previous record set in 2016. Meanwhile, the annual Southern Hemisphere land and ocean surface temperature was the fifth highest on record (NOAA, 2021a).
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Fig. 19 Global land and ocean surface temperature anomalies for 1880-2020; the anomalies are relative to the 1901-2000 average (source: NOAA, 2021a; https://www.ncdc.noaa.gov/cag/global/time-series)

The year 2020 was characterized by warmer-than-average temperatures across much of the globe. Record high annual temperatures over land and ocean surfaces were measured across parts of Europe, Asia, southern North America, South America, and across parts of the Atlantic, Indian, and Pacific oceans. However, no land or ocean areas were record cold for the year. Ten warmest years on record are as follows: 2016, 2020, 2019, 2015, 2017, 2018, 2014, 2010, 2013, and 2005 (NOAA, 2021b). 

Global CO2 in Fig. 20 is from a combination of the Law Dome ice core record (pre-1980) and global marine atmospheric boundary layer average. The Law Dome site satisfies many of the desirable characteristics of an ideal ice core site for atmospheric CO2 reconstructions including negligible melting of the ice sheet surface, low concentrations of impurities, regular stratigraphic layering undisturbed at the surface by wind or at depth by ice flow, and high snow accumulation rate (Etheridge et al., 1998). The marine atmospheric boundary layer (MABL) is that part of the atmosphere that has direct contact and, hence, is directly influenced by the ocean. Thus, the MABL is where the ocean and atmosphere exchange large amounts of heat, moisture, and momentum, primarily via turbulent transport (Fairall et al., 1996).
 
Fig. 20 suggests that natural temperature variations were not dominated by human influence before 1970, whereas the ongoing CO2 increase has been dominated by human activity since then. Annual global pattern of CO2 suggests that the increase accelerated sharply after about 1950. Natural CO2 variations are visible in the entire record but since 1950 those variations have been dwarfed by direct human impact.  

[image: image21.emf]
Fig. 20 Global surface 10-year temperature anomalies relative to 1901-2000 average, and carbon dioxide (ppm) in 1880-2020

Delworth et al. (2016) threw new light onto the macro-scale, namely on the fact that pronounced climate changes have occurred since the 1970s, including rapid loss of Arctic sea ice, large-scale warming and increased tropical storm activity in the Atlantic. These authors state further that anthropogenic radiative forcing is likely to have played a major role in these changes, but the relative influence of anthropogenic forcing and natural variability is not well established. The above changes have also occurred during a period in which the NAO has shown marked multidecadal variations. Delworth et al. (2016) used climate models to show that observed multidecadal variations of the North Atlantic Oscillation can induce multidecadal variations in the Atlantic meridional overturning circulation and poleward ocean heat transport in the Atlantic, extending to the Arctic. Their results suggest that these variations have contributed to the rapid loss of Arctic sea ice, Northern Hemisphere warming, and changing Atlantic tropical storm activity, especially in the late 1990s and early 2000s. These multidecadal variations are superimposed on long-term anthropogenic forcing trends that are the dominant factor in long-term Arctic sea ice loss and hemispheric warming.

7.2.5. Climate change(impact on temperature and salinity in the North Atlantic and adjacent seas in Europe

Upper ocean temperature and salinity anomalies, normalized with respect to standard deviation, at selected locations across the North Atlantic in 2018 are shown in Fig. 21, whereas long-term anomalies of these parameters are presented in Figs. 22, 23 (Gonźalez-Pola et al., 2019). “Anomalies” are the mathematical differences between each individual location
; positive anomalies in temperature and salinity imply warm or saline conditions, whereas negative anomalies imply cool or fresh conditions. Gonźalez-Pola et al. (2019) carried out the data normalization by dividing the values by the standard deviation (SD) of the data during 1981–2010 (or the closest time-period available); a value of +2 thus represents data (temperature or salinity) measuring 2 SD higher than normal. Positive temperature anomalies (Fig. 22) agree with findings of Ameryk et al. (2012) pointing to a significant increase in water temperature in 0-10 water layer in the Gdańsk Basin in 1977-2010. Station 34 in the Baltic region (Fig. 22) falls within a larger Baltic region studied by Möllmann et al. (2000) who report negative salinity anomalies over the last few decades, observed not only in the 0-50 m water layer, but also in 50-100 m water layer (see the text and graphs that follow).
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Fig. 21 Upper ocean temperature (left) and salinity (right) anomalies at selected locations across the North Atlantic and adjacent seas in Europe e.g. the Baltic Sea in 2018; the anomalies are normalized with respect to standard deviation (SD; e.g. a value +2 indicates 2 SD above normal) (source: Gonźalez-Pola et al., 2019; https://doi.org/10.17895/ices.pub.5461; with official permission of ICES)
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Fig. 22 Upper water temperature ((C) (left panel) and salinity (PSU) (right panel) anomalies in adjacent regions to the Atlantic Ocean e.g. in the Baltic Sea in 1960-2018; the anomalies are normalized with respect to standard deviation (SD., e.g. a value +2 indicates 2 SD above normal); color intervals 0.5 SD; reds: positive/warm; blues: negative/cool (source: Gonźalez-Pola et al., 2019; https://doi.org/10.17895/ices.pub.5461; with official permission of ICES)


Maps of seasonal SST (Sea Surface Temperature) anomalies (°C) over the North Atlantic for 2018, presented by Gonźalez-Pola et al. (2019), are, as these authors state, from the National Oceanic and Atmospheric Administration, Optimum Interpolation Sea Surface Temperature (NOAA OISST.v2) dataset provided by the NOAA–CIRES Climate Diagnostics Center, USA (NOAA–CIRES - a partnership of NOAA and the University of Colorado Boulder) (Fig. 23). The data are produced on a 1° grid from a combination of satellite and in situ temperature data. The color-coded temperature scale is the same in all panels (Fig. 22), and the anomaly is calculated with respect to mean conditions for 1981–2010. Regions with ice cover for >50% of the averaging period appear blank. In 2018, extremely high temperatures were observed near the surface in spring-summer across the Baltic Sea and the North Sea (>1.5°C higher than normal), with less pronounced warming observed from Biscay to Ireland (+0.5–1.0°C) (Fig. 23). 
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Fig. 23 Sea Surface Temperature anomalies ((C) in 2018 over the Atlantic Ocean and adjacent seas in Europe e.g. the Baltic Sea (source: Gonźalez-Pola et al., 2019; https://doi.org/10.17895/ices.pub.5461; with official permission of the ICES)


The Baltic Sea is a shallow brackish sea, on the one hand supplied by rivers, on the other hand exposed to water exchange between the Baltic Proper and the North Sea (Fig. 24). The overall volume of the Baltic Sea water amounts to 21 547 km3. The Baltic Sea is fed by about 250 rivers and the volume of riverine water annually supplying the sea constitutes ca. 2% (428 km3) of the Baltic volume (Pastuszak, 2012). Like other landlocked seas in humid regions at temperate latitudes, the Baltic Sea has a positive water balance, which in turn determines the basic hydrographic and ecological properties of the sea. These properties encompass: estuarine circulation, the deepwater formation and ventilation, stratification, and the nutrient balance. Outflow of brackish surface water and inflow of saline water, combined with upwelling and vertical mixing of saline bottom water with brackish surface water, closes the estuarine circulation. The salt balance in the Baltic is maintained by advection of salty North Sea water by both intermittent barotropic and baroclinic inflows. In general, there is an outflow of low saline water in the surface layer, while compensation current transports higher saline water in the deep layer into the Baltic Sea. The mean Baltic Sea salinity is strongly related to large-scale atmospheric variability and the accumulated freshwater inflow (Elken and Matthäus, 2006; Meier et al., 2006; Lass and Matthäus, 2008). This fact has a decisive effect on structure of the water column, which is two-layered characterized by limited vertical mixing of water, which in turn causes the Baltic Sea is characterized by its natural predisposition to oxygen deficiency in the near-bottom layer. 
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Fig. 24 The Baltic Sea and its catchment area (source: map prepared and kindly made available by the Coalition Clean Baltic) (red dots indicate the lowermost monitoring stations on the Vistula and Oder River; IBY5 and G2 – indicate exemplary oceanographic stations belonging to grid of Polish monitoring stations)

Water exchange with the North Sea through the Sound and the Belt Sea is highly variable in direction and magnitude. The deep water of the Baltic Proper (Fig. 24) is replaced via episodic inflows of larger volumes (100-200 km3) of highly saline (17-25 PSU - Practical Salinity Units) and oxygen-rich water; these are termed major Baltic inflows. Most major inflows occur between October and February. Although major Baltic inflows had occurred fairly regularly until early 1980s, their frequency and intensity changed after that and only a few major events have occurred since then (Elken and Matthäus, 2006; Lass and Matthäus, 2008; Hansson et al., 2018; Fig. 25). A dramatic decline in number and strength of inflows of saline and well-oxygenated waters to the Baltic Sea over the last decades is explained by climate change and predominating westerly wind direction resulting from predominating positive North Atlantic Oscillation Index (NAOI) (shortly called North Atlantic Oscillation – NAO) (Schinke and Matthäus, 1998; Meier and Kauker, 2003; Feistel et al., 2008, 2016; Mohrholz et al., 2015). Consequently, ventilation of stagnating bottom waters has considerably weakened thereby worsening oxygenation of near bottom waters in deep basins of the Baltic Sea (Hansson et al., 2018) (Fig. 26), a phenomenon which should not be related exclusively to eutrophication process, but also to climatic factors affecting functioning of the Baltic Sea ecosystem  (Pastuszak et al., 2018). 
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Fig. 25 Major inflows of saline well-oxygenated waters from the North Sea to the Baltic Sea in 1880- 2013 (source: Mohrholz et al., 2015; with the permission of the publisher)
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Fig. 26 Extent of hypoxic and anoxic bottom water in the Baltic Proper, the Gulf of Finland and the Gulf of Riga in 1960-2018 (Hansson et al., 2018; with the permission of the authors)
NAO phases are expressed by a standardized (normalized) difference in air pressure, measured on the sea surface, between the Azores High and the Iceland Low (Wanner et al., 2001; Lees et al., 2006; von Storch et al., 2015). The NAO index is a measure of the strength of Western air circulation. A positive NAO index means western circulation characterized by displacement from the Atlantic towards Europe of humid, warm air masses and thus increased rainfall and increased river runoff. A negative NAO index means eastern circulation carrying dry cool air masses, which in practice means reduced precipitation, lower river runoff, and cool summers. The movement of air masses has the effect of strengthening (with NAO positive), or weakening (with NAO negative) of the warm Atlantic current reaching the European continent (Hurrell, 1995; Wanner et al., 2001). Although the NAO shows long-term variability, from the mid-1960s to the mid-1990s it was in a generally positive phase, with stronger westerly winds, mild and wet winters, and increased storminess in the Baltic Sea area. After the mid-1990s, there was a trend towards more negative NAO values, resulting in weak westerly airflow and weather types that appear to be more persistent than in earlier decades (von Storch et al., 2015). 
Northern Hemisphere warming has been reported by (Delworth et al., 2016), and this finding complies with other observations presented hereafter. During the past century, the Baltic Sea region was characterized by a warming trend, which was reflected in a decrease in the number of very cold days during winter as well as a decrease in the duration of ice cover and thickness in many rivers and lakes, particularly in the eastern and southeastern Baltic Sea basin. In addition, the length of the frost-free season has increased and an increasing length of the growing season in the Baltic Sea basin has been observed during this period, especially during the last 30 years (HELCOM, 2011). Von Storch et al. (2015) prove that the recent warming trend in Baltic Sea surface waters has been clearly demonstrated by in situ measurements, remote sensing data, and modeling results. In particular, remote sensing data for 1990–2008 indicate that the annual mean sea-surface temperature has increased by up to 1°C per decade, with the greatest increase in the northern Bothnian Bay and large increases in the Gulf of Finland, the Gulf of Riga, and the northern Baltic Proper. Although the increase in the northern areas is affected by the recent decline in the extent and duration of sea ice, warming is still evident during all seasons and with the greatest increase occurring in summer. The least warming of surface waters (0.3–0.5°C per decade) occurred north-east of Bornholm Island up to and along the Swedish coast, probably owing to an increase in the frequency of coastal upwelling explained by the change in atmospheric circulation (von Storch et al., 2015). These authors are of the opinion that comparing observations with the results of centennial-scale modeling, recent changes in sea-water temperature appear to be within the range of the variability observed during the past 500 years. Nonetheless, the twentieth century can be interpreted as the warmest, except for the warm anomaly around the 1730s.

MIR(NMFRI has been conducting cyclical measurements of abiotic parameters, e.g. temperature and salinity in the Baltic Proper waters since 1946. Averaged monthly temperature measurements in the water layer 0-20 m at the IBY5 station located in the western part of the Baltic Proper (see Fig. 24) clearly show an upward trend. In 1956-1987, the lowest temperature values would drop to -0.5(C, whereas starting from 1988 the lowest values were in the range 1.5-3(C (Fig. 27).
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Fig. 27 Average monthly values of water temperature in the layer 0-20 m and the trend line at station IBY5 (western Baltic Proper – see Fig. 23) in 1946-2019 (source: based on the MIR(NMFRI data) 

Averaged monthly salinity measurements carried out by MIR(NMFRI in 1947-2019 in the layers 0-50 m and 50-105 m at station G2 in the south-eastern Baltic Proper (see Fig. 24) show a declining tendency in the layer 0-50 m between 1985 and 2000, and declining trend in the layer 50-105 m between 1985 and 1993; the declines were followed by up and down trends but with values lower than those in 1950-1990 (Fig. 28A, C). The lowest ever recorded salinity, dropping to 8 PSU in the 50-105 layer of G2 station, was observed in 1989-1993 and that overlapped with the beginning of a long stagnation period interrupted only by 5 water inflows from the North Sea in 1984-2015 (Figs. 25, 28C). Monthly average salinity in the 50-105 layer varied from max. ca. 13 PSU to 8 PSU in 1945-2019, thus the range of changes is much larger than in the 0-50 m layer (Fig. 28 A, C). We have also calculated salinity anomalies, which are differences between the average salinity values, calculated based on monthly means in 1945-2019, and a given monthly value (28 B, D). The period 1992-2019 is characterized by negative salinity anomalies in the 0-50 m water layer at station G2 (Fig. 28B) which remain in agreement with data presented in Fig. 22 (Gonźalez-Pola et al., 2019). Persistent negative salinity anomalies in 1982-1993 in the 50-105 m water layer at station G2 overlap with the stagnation period caused by lack of inflows of saline waters from the North Sea in that period of time. The number of positive salinity anomalies in deep water layer at G2 station in 1994-2019 is much smaller than the equivalent number of anomalies in 1945-1982 (Fig. 28D).  
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Fig. 28 Average monthly values of salinity (PSU) and its monthly anomalies in the layers 0-50 m and 50-105 m at station G2  (south-eastern Baltic Proper – see Fig. 25) in 1945-2019; please note different scales in Fig. 29 (A) and (C) (source: based on the MIR(NMFRI data) 

7.3. Activity of NOAA in global monitoring of greenhouse gases
As carbon dioxide has been more important than all of the other greenhouse gases under human control combined, and is expected to continue so in the future, understanding the global carbon cycle is a vital part of managing global climate. The NOAA Global Monitoring Laboratory (GML) is a world leader in producing the regional to global-scale, long-term measurement records that allow quantification of the most important drivers of climate change today. Global monitoring of atmospheric greenhouse gases, in particular carbon dioxide (CO2), has been part of NOAA’s mission for over 50 years. GML provides and interprets high-accuracy measurements of the history of the global abundance and spatial distribution of a suite of long-lived greenhouse gases. The spatial distributions, together with models of the winds and mixing (derived from weather forecasts) allow us to infer time dependent patterns of emissions/removals that are consistent with our observations. Because the measurements are calibrated they stand on their own, and can be used far into the future with better models, and also to compare with satellite retrievals of column-averaged GHGs that cannot be calibrated, but still need to be used together with calibrated data (https://www.esrl.noaa.gov/gmd/about/theme1.html). 

GML’s Carbon Cycle Greenhouse Gases (CCGG) group’s cooperative global air sampling network is an international effort that includes regular collection of discrete air samples from the four GML baseline observatories, cooperative fixed sites, and commercial ships. Air samples are collected approximately weekly from a globally distributed network of sites. GML CCGG group has ongoing measurements of discrete air samples from land and sea surface sites and aircraft, and continuous measurements from baseline observatories and tall towers. These measurements document the spatial and temporal distributions of carbon-cycle gases and provide essential constraints to our understanding of the global carbon cycle.
Changes in the radiative energy balance at Earth’s surface and at the top of the atmosphere result from forcing by greenhouse gases, aerosols, and related changes in the global atmospheric circulation. The distribution of clouds is the primary influence on the radiation budget and is sensitive to changes in circulation, but the nature of the response of different cloud types in different climatic regions is uncertain. Cloud radiative properties are also sensitive to aerosol particles which are highly variable in space, time, and composition. The role of aerosol particles in radiative forcing is complex and can be either positive or negative and they can influence the climate directly via long term changes in light absorption and scattering. The uncertainty in cloud responses to climate forcing constituents, either through direct interaction with aerosols or through circulation changes, is the primary factor limiting our ability to narrow estimates of the climate sensitivity (the warming resulting from a change in a climate forcing agent). GML observatories host long-term measurements of globally representative, climate-critical radiation variables such as the continuous measurement of the solar energy reaching Mauna Loa Observatory that began in 1958, the longest such record on Earth. Broadband measurements of incoming and outgoing solar and terrestrial radiation are made across the U.S. and at global baseline observatories to quantify the surface radiation balance and to track changes in cloud radiative properties. GML has focused on the direct radiative effects of aerosol particles with measurements of aerosol optical properties that began in the 1970s. In response to the finding that anthropogenic aerosols create a significant perturbation in the earth’s radiative balance on regional scales, GML expanded its aerosol research program to include stations for monitoring aerosol properties in regions where significant aerosol forcing was anticipated (https://www.esrl.noaa.gov/gmd/about/theme2.html)

7.4. NOAA Research Strategy – international cooperation – Poland (1992-2011)

NOAA measurements of climatically important gases began in the late 1960s and expanded in the mid-to-late 1970s for carbon dioxide (CO2), nitrous oxide (N2O), chlorofluorocarbons (CFCs), and upper atmospheric water vapor. Over the years other gases and isotopic ratios have been added, including methane (CH4), carbon monoxide (CO), hydrogen (H2), numerous hydrochlorofluorocarbons (HCFCs) and hydrofluorocarbons (HFCs), methyl halides, and sulfur hexafluoride (SF6). There are four research groups in GML: Carbon Cycle Greenhouse Gases (CCGG), Halocarbons and other Atmospheric Trace Species, Ozone and Water Vapor, and Global Radiation and Aerosols. In this monograph, we concentrate on   Carbon Cycle Greenhouse Gases; the remaining research groups and the scope of studies can be found in https://www.esrl.noaa.gov/gmd/about/research.html.
7.4.1. Sampling network, technique, and analyzes

The CCGG Global Greenhouse Gas Reference Network measures the atmospheric distribution and trends of the main long-term drivers of climate change, carbon dioxide, methane, and nitrous oxide, as well as carbon monoxide which is an important indicator of air pollution. The measurement program includes around the clock measurements at 4 baseline observatories and 8 tall towers, air samples collected by volunteers at more than 50 sites, and air samples collected regularly from small aircraft mostly in North America (Fig. 29). 
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Fig. 29 Network of NOAA GML CCGG stations (source: https://www.esrl.noaa.gov/gmd/aggi/aggi_map.png)

Global Monitoring Laboratory produces and maintains global calibration standards for most of the climate relevant gases. The use of common standards enables measurements by different methods, and by different countries and organizations to be used together, greatly increasing the value of the international cooperative measurement system (https://www.esrl.noaa.gov/gmd/ccgg/).
Hereafter we would like to introduce the reader to the technique of air sampling. The air samples are collected in specially designed flasks. Glass flasks are filled with ambient air by volunteers and scientists from locations all across the world (Fig. 29) in order to monitor greenhouse gases in the atmosphere. The air samples are taken in pairs. The numbers on the flasks are used to document in the database at the Flask Logistics Laboratory whether that flask is out in the field or in the lab. Each flask is surrounded with tape or plastic to protect the glass and the people handling the flasks (Fig 30), but sometimes even that is not enough if the flasks are dropped. All air flasks are shipped in a foam-cushioned box to prevent damage (Fig. 31).
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Fig. 30 Glass flasks used for collecting air samples. Air samples are taken in pairs as a quality assurance step (source: https://www.esrl.noaa.gov/gmd/ccgg/behind_the_scenes/surface.html) 
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Fig. 31 Shipping Box used for transporting flasks around the world (source: https://www.esrl.noaa.gov/gmd/ccgg/behind_the_scenes/surface.html) 
These discrete air samples are taken twice a week (e.g. BALTIC sampling site) or weekly and are transported back to the CCGG group's Boulder Central Facility where they are analyzed for more than 50 trace gases and isotopes. This cooperative network of surface flask sampling allows CCGG to monitor how greenhouse gases are spatially distributed across the planet and how their concentration changes between seasons and years.

A portable sampling unit is used to pull outside air into the air flasks to take a sample (Fig. 32). It consists of an extendable air intake line, a pump, and tubing to connect two air flasks for air sampling. These devices are fairly automated and come with directions that are easy to follow, which is necessary because some of the volunteers that take air samples for the CCGG group are not scientists; in the case of the BALTIC sampling site, captains and mates of the ferry STENA BALTICA were involved in the project (Fig. 32).

[image: image44.emf]
Fig. 32 Portable sampling unit installed on the bridge of STENA BALTICA operating in the Baltic Sea region; in the picture – Włodzimierz Jarzyński – one of the mates on the STENA BALTICA involved in air sampling supervised by MIR(NMFRI (1992-2011) (source: picture made available by W. Jarzyński)
The air samples are returned to GML, Boulder for analysis. All measurements of up to ~55 trace gases are subject to stringent quality control procedures, and are directly traceable to internationally accepted calibration scales where possible. In fact, NOAA’s Global Greenhouse Gas Reference Network maintains the World Meteorological Organization (WMO) international calibration scales for CO2, CH4, CO, N2O, and SF6 in air. WMO has a Mutual Recognition Agreement with the Bureau International des Poids et Mesures (BIPM) (https://www.bipm.org/en/about-us/), which represents the National Metrology Institutes. 
The gases are measured using analyzers that use different techniques: Infrared absorption – with Non-Dispersive Infrared analyzer (NDIR) - CO2; VUV Fluorescence – CO; Gas Chromatography - CH4, N2O, SF6, and H2. Two different gas chromatographs and 3 different detectors are used to allow complete separation of the gases we are interested in:
· CH4 is detected using a Flame Ionization Detector - this consists of a hydrogen-oxygen flame, which burns CH4 as it elutes producing ions, which are detected as a small current.
· H2 is detected using a  Pulsed Discharge, Helium Ionization Detector - He passing through a high-voltage discharge creates ionizing radiation that photoionizes H2 as it elutes from the GC column producing ions that are detected.
· SF6 and N2O are detected using an Electron Capture Detector - the Electron Capture Detector (ECD) uses nickel-63, a radioactive beta (electron) emitter, to establish a current in the detector cell. As an electronegative species like SF6 flows through the detector, it attaches electrons. The detector is operated in pulsed mode to improve linearity; as SF6 flows into the detector, the pulsed frequency is increased to keep the current constant.
The Calibration Lab. is a vital part of CCGG’s greenhouse gas measurement program. Calibration is the process of ensuring that all of the greenhouse gas measurements (in the Lab. in Boulder, at the tall towers and observatories, and at other labs. around the world) are all extremely accurate. The CCGG Calibration Lab. has been designated by the World Meteorological Organization (WMO) [The official United Nations' authoritative voice on weather, climate and water] as the world's Central Calibration Lab. (CCL) for the following greenhouse gases: CO2, CH4, N2O, SF6, and CO. The purpose of this lab. is to provide project and replacement standards with continuity over time, regardless of when and where they are used. This is how many different researchers over the world can compare and assimilate each others data without errors introduced by having different calibration scales.
7.4.2. Air sampling at the BALTIC site – Polish-American cooperation

Air sampling at the BALTIC sampling site was initiated in August 1992, following an agreement signed by MIR(NMFRI and the National Oceanic and Atmospheric Administration, Global Monitoring Laboratory, Boulder, Colorado, USA. The project lasted until 2011 and it was coordinated by Dr. Pieter Tans and Dr. Thomas Conway from the U.S. side and by Dr. Marianna Pastuszak from the Polish side. Sampling was from the  bridge of the ferry STENA BALTICA (Fig. 33) operating between Gdynia, Poland and Karlskrona, Sweden. The location of the air sampling site in the middle of the Baltic Sea ensured that there were no direct sources of greenhouse gas emissions that are on land. The geographical position of sampling site on STENA BALTICA was:  55(21’N 017(13’E (Fig. 34). Similar to other sampling sites, air samples were collected with a semi-automatic sampling system operated by captains and mates of the ferry, all of them trained in sampling. Official visits of L. Waterman, C. Prostko-Bell, and E. Dlugokencky from GML, Boulder, Colorado to Poland were connected not only with installing and checking the sampling system and training the captains and mates, as well as project coordination, but also with scientific discussions. In 2001, on the occasion of the visit by Dr. Ed Dlugokencky the MIR(NMFRI organized a seminar and the guest from the U.S. had a presentation entitled The Global Carbon Cycle and Climate Change. In the 1990s, L. Waterman and Polish project coordinator M. Pastuszak, embarked on the STENA BALTICA to watch live the sampling procedure on the way to Sweden and on the way back to Poland. 
[image: image37.emf]
Fig. 33 STENA BALTICA involved in air sampling on the BALTIC station in 1992-2011 (source: https://commons.wikimedia.org/wiki/File:MS_Stena_Baltica_2007-08-31_001.jpg)
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Fig. 34 The air sampling position at the BALTIC sampling site (blue star) installed on board the STENA BALTICA ferry 
Air samples from the STENA BALTICA ferry were collected twice a week and the American Embassy in Warsaw, personally Ewa Kurhanowicz, was involved in sample shipment from Poland to GML in Boulder, Colorado, U.S. The BALTIC station was considered to be among the best organized stations in the whole sampling network and that fact was acknowledged by NOAA in 2003; Dr. Marianna Pastuszak, captains and mates of the STENA BALTICA involved in air sampling were rewarded with NOAA Environmental Hero Awards (see Chapter 1).
7.5. Global warming – future projections, concerns, and proposed remedies 

A changing climate has a range of potential ecological, physical and health impacts, including extreme weather events such as floods, droughts (resulting in wild fires), storms, and heat waves, sea-level rise, altered crop growth, and disrupted water systems. The most extensive source of analysis on the potential impacts of climatic change can be found in IPCC (2013, 2014
) reports, and also in: Hoegh-Guldberg and Bruno (2010),  Gruber (2011), Doney et al. (2012), Salinger (2013), Bolle et al. (2015), Viitasalo et al. (2015), Gutiérrez et al. (2016), Matishov et al. (2016), Stergiou et al. (2016), van der Lingen et al. (2016), Verheye et al. (2016), and Vivekanandan et al. (2016). Viitasalo et al. (2015) widely comment the impact of already observed and further projected climate change on Baltic Sea ecosystem functioning. The study is based on a very extensive bibliography and it covers the following specific issues: (i) community-level variations in the past, and the presented studies encompass: phytoplankton, zooplankton, open-sea benthic communities, shallow-water benthic communities, (ii) system-level variations in the past, and the presented studies encompass: regime shifts, cascading effect in the pelagic ecosystem, microbial food web, (iii) potential future system-level responses to climate change, and the presented studies encompass: pelagic dynamics, benthic dynamics, sea ice dynamics, regime shifts and cascading effects, food web efficiency, biodiversity, (iv) modeling climate change: what can be learnt from simulating future ecosystems?


Future projections of carbon dioxide and greenhouse emissions, measured in gigatonnes of carbon dioxide equivalents, have been visualized by Ritchie and Roser (2020) and Hausfather (2019). These authors present five scenarios:
· No climate policies: projected future emissions if no climate policies were implemented; this would result in an estimated 4.1-4.8°C warming by 2100 (relative to pre-industrial temperatures);
· Current climate policies: projected warming of 3.1-3.7°C by 2100 based on current implemented climate policies;
· National pledges (nationally determined contributions - NDC; https://www.carbonbrief.org/explainer-what-are-intended-nationally-determined-contributions): if all countries achieve their current targets/pledges set within the Paris climate agreement (https://unfccc.int/process-and-meetings/the-paris-agreement/the-paris-agreement), it’s estimated average warming by 2100 will be 2.6-3.2°C; this will go well beyond the overall target of the Paris Agreement to keep warming “well below 2°C”;
· 1.5°C consistent: there are a range of emissions pathways that would be compatible with limiting average warming to 1.5°C by 2100 (Fig. 35). However, all would require a very urgent and rapid reduction in global greenhouse gas emissions. If emissions had peaked and begun to decline after the year 2000, the 1.5°C target would have been much easier to achieve, only requiring reductions of around 3% per year. By contrast, limiting warming to below 1.5°C starting in 2019, without net-negative emissions, would require a 15% cut each year through to 2040. If emissions continue at current levels for another few years, then the only way to limit warming to below 1.5°C in the absence of net-negative emissions would be to immediately cut all global emissions to zero. Each year that passes without global emission reductions puts the 1.5°C target further out of reach  (Fig. 35; https://www.carbonbrief.org/unep-1-5c-climate-target-slipping-out-of-reach);

· 2°C consistent: there are a range of emissions pathways that would be compatible with limiting average warming to 2°C by 2100 (Fig. 36). This would require a significant increase in ambition of the current pledges within the Paris Agreement. While the below 2°C target is easier to achieve than 1.5°C, delays will make it increasingly difficult, too. Fig 36 shows the emission reductions needed, by peaking year, to meet the 2°C target without use of net-negative emissions. If global emissions had peaked in the year 2000, they would have had to decline at a gradual 1-2% per year to limit warming below 2°C by 2100. A more difficult, but still achievable, rate of around 4% to 5% per year would be needed if emissions peak and start to decline after 2019. However, if reductions are delayed for another decade, meeting the 2°C target becomes much more challenging, requiring emissions to fall by 7% per year (Fig. 36; https://www.carbonbrief.org/unep-1-5c-climate-target-slipping-out-of-reach).
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Fig. 35 Annual emissions of carbon dioxide under various mitigation scenarios to keep global average temperature rise below 1.5(C [source: Ritchie and Roser (2020) “CO₂ and Greenhouse Gas Emissions”. Published online at OurWorldInData.org. Retrieved from: 'https://ourworldindata.org/co2-and-other-greenhouse-gas-emissions'; sources of input data are visible within the field of graph]
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Fig. 36 Annual emissions of carbon dioxide under various mitigation scenarios to keep global average temperature rise below 2(C [source: Ritchie and Roser (2020) “CO₂ and Greenhouse Gas Emissions”. Published online at OurWorldInData.org. Retrieved from: 'https://ourworldindata.org/co2-and-other-greenhouse-gas-emissions'; sources of input data are visible within the field of graph]

Studies reviewed by Hoegh-Guldberg and Bruno (2010) indicate that rapidly rising greenhouse gas concentrations are driving ocean systems toward conditions not seen for millions of years, with an associated risk of fundamental and irreversible ecological transformation. In the opinion of the above mentioned authors there is considerable uncertainty about the spatial and temporal details but climate change is clearly and fundamentally altering ocean ecosystems. As these authors further state, the impacts of anthropogenic climate change so far include decreased ocean productivity, altered food web dynamics, reduced abundance of habitat-forming species, shifting species distributions, and a greater incidence of disease. Increases in the heat content of the ocean have driven thermal expansion of the oceans as well as increased melt water and discharged ice from terrestrial glaciers and ice sheets have increased ocean volume and hence sea level. Warmer oceans also drive more intense storm systems; the warming of the upper layers of the ocean drives greater stratification of the water column, reducing mixing in some parts of the ocean and consequently affecting nutrient availability and primary production. These changes have increased the size of the nutrient-poor “ocean deserts” of the Pacific and Atlantic by 15%, over the period 1998 to 2006 (Polovina et al., 2008; Hoegh-Guldberg and Bruno, 2010). Hoegh-Guldberg and Bruno (2010) also comment on consequences of decreasing oxygen content due to increase in sea water temperature and on decrease in salinity in surface layer in Polar Regions due to ice melt.

In marine ecosystems, rising atmospheric CO2 and climate change are associated with concurrent shifts in temperature, circulation, stratification, nutrient input, oxygen content, and ocean acidification, with potentially wide-ranging biological effects. Direct effects of changes in ocean temperature and chemistry may alter the physiological functioning, behavior, and demographic traits (e.g., productivity) of organisms, leading to shifts in the size structure, spatial range, and seasonal abundance of populations. These shifts, in turn, lead to altered species interactions and trophic pathways as change cascades from primary producers to upper-trophic-level fish, seabirds, and marine mammals, with climate signals thereby propagating through ecosystems in both bottom-up and top-down directions. Changes in community structure and ecosystem function may result from disruptions in biological interactions. Therefore, investigating the responses of individual species to single forcing factors, although essential, provides an incomplete picture and stresses the need for more comprehensive, multispecies- to ecosystem-level analyses (Doney et al., 2012; Pastuszak et al., 2018).


Gruber (2011) is of the opinion that in the coming decades and centuries, the ocean’s biogeochemical cycles and ecosystems will become increasingly stressed by at least three independent factors: rising temperatures, ocean acidification and ocean deoxygenation [i.e., the loss of dissolved oxygen (O2) from the ocean, which is bound to occur in a warming and more stratified ocean]. These changes will tend to operate globally, although with distinct regional differences and will affect the ocean’s biogeochemical cycles and ecosystems in ways that we are only beginning to fathom. Ocean warming will not only affect organisms and biogeochemical cycles directly, but will also increase upper ocean stratification. The changes in the oceans’ carbonate chemistry induced by the uptake of anthropogenic carbon dioxide (CO2) (i.e., ocean acidification) will probably affect many organisms and processes, although in ways that are currently not well understood. The impacts of ocean acidification tend to be strongest in the high latitudes, whereas the low-oxygen regions of the low latitudes are most vulnerable to ocean deoxygenation. Specific regions, such as the eastern boundary upwelling systems, will be strongly affected by all three stressors, making them potential hotspots for change. Of additional concern are synergistic effects, such as ocean acidification-induced changes in the type and magnitude of the organic matter exported to the ocean’s interior, which then might cause substantial changes in the oxygen concentration there. Ocean warming, acidification and deoxygenation are essentially irreversible on centennial time scales, i.e., once these changes have occurred, it will take centuries for the ocean to recover. With the emission of CO2 being the primary driver behind all three stressors, the primary mitigation strategy is to reduce these emissions. Gruber (2011) further states that substantial mitigation measures are required if the ocean is to be spared from this triple whammy. The primary objective must be to reduce emissions of CO2, but it is important to limit the growth of all greenhouse gases, as all of them contribute to ocean warming and deoxygenation. The strategy should include not only the changes we are already committed to by past emissions, but also those that will occur in the future as it is difficult to foresee a future without a substantial additional increase in the atmospheric burdens of CO2 and other greenhouse gases. How should the problem be tackled? Gruber (2011) suggests that dedicated research efforts are required to shed more light on the connected issues of acidification and deoxygenation. According to this author, the joint perspective, where the full and synergistic effect of all three stressors acting at the same time is investigated is missing and it requires a coordinated approach, which would span the range from detailed laboratory studies and in situ manipulation experiments to large-scale monitoring and modeling approaches. 
Von Storch et al. (2015) provided an extensive summary and conclusions in the BACC II Author Team, Second Assessment of Climate Change for the Baltic Sea basin. Although some of their conclusions were drawn based on studies carried out in the Baltic basin, they are concerned with other Large Marine Ecosystems (see Chapter 1); therefore they are worth mentioning in this elaboration:

( changes in the hydrological cycle are expected to become obvious in the coming decades, 

( regional warming is almost certain to have a variety of effects on terrestrial and marine ecosystems - some will be more predictable (such as the changes in phenology) than others,
( climate change is a compounding factor for major drivers of changes in freshwater biogeochemistry, but evidence is still often based on small-scale studies in time and space; the effect of climate change cannot yet be quantified on a basin-wide scale,

( scenario simulations suggest that the Baltic Sea water may become more acidic in the future; increased oxygen deficiency, increased temperature, changed salinity, and increased ocean acidification are expected to affect the marine ecosystem in various ways and may erode the resilience of the ecosystem,
( when addressing climate change impacts on, for example, forestry, agriculture, urban complexes, and the marine environment in the Baltic Sea basin, a broad perspective is needed which considers not only climate change but also other significant factors such as changes in emissions, demographic and economic changes, and changes in land use.
Today’s anthropogenic climate change is largely driven by increasing greenhouse gases (GHGs) in the atmosphere, modified to some extent by the distribution of aerosols and aerosol properties. To understand the influence of changing atmospheric composition on climate change and minimize its eventual magnitude, society needs the best possible information on the trends, distributions, emissions and removals of greenhouse gases.  It is necessary to develop a solid scientific understanding of their natural cycles, and how human management and the changing climate influence those cycles. Atmospheric measurements can also provide fully transparent and objective quantification of emissions, supporting national and regional emissions reduction policies and generating trust in international agreements (https://www.esrl.noaa.gov/gmd/about/theme2.html).


Jain (1993) is of the opinion that limitation and adaptation strategies need to be developed and implemented. Decreasing use of fossil fuels and increasing use of alternative sources of energy: solar, wind, hydro, biomass - coupled with energy conservation strategies are needed to reduce emissions of greenhouse gases. Reducing deforestation and embarking on reforestation programs is needed to increase the sinks of carbon dioxide. More research is needed to enable better understanding of climate processes and decrease uncertainties in climate predictions. Climate data, analyses and information need to be utilized in planning processes. 

Leip et al. (2015) state that in Europe (European Union), the agricultural sector significantly contributes to global warming (12%) and to worsening of N water quality (59%). Therefore, the authors are of the opinion that significant progress in mitigating these environmental impacts in Europe will only be possible through a combination of technological measures reducing livestock emissions, improved food choices and reduced food waste of European citizens.

Reusch et al. (2018) argue that the Baltic Sea can serve as a time machine to study consequences and mitigation of future coastal perturbations, due to its unique combination of an early history of multi-stressor disturbance and ecosystem deterioration and early implementation of cross-border environmental management to address drastic changes driven by climate change and increasing anthropogenic pressures in coming decades. The authors further emphasize that the Baltic Sea also stands out in providing a strong scientific foundation and accessibility to long-term data series that provide a unique opportunity to assess the efficacy of management actions to address the breakdown of ecosystem functions.
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�Pieter will update Fig. 1b to correct this; it is too low.


�The values indicate that the atmospheric burden increased by 1.4 GtC in 1960 and 4.2 GtC in 2020, the latter value to be updated to ~5 GtC.


�Thank you for updating this, but we want the top-down budget, which is constrained by atmospheric observations; you’ve shown the bottom-up budget, which is based on inventories and process models, and it does not reflect reality. The emission/sink imbalance is equal to an atmospheric increase over this decade of 40 ppb/yr, which is more than 4 times observed.


�If Pieter has not provided one, I suggest: Tans,  2009


An Accounting of the Observed Increase in Oceanic and Atmospheric CO<sub>2</sub> and an Outlook for the Future, Oceanography, 22, https://doi.org/10.5670/oceanog.2009.94


�This paragraph is outdated by 15 years. Do you want to update it? All the information you need is available in our Trends and Power of GHGs web pages.


�This is one place where the outdated text is unreasonable. Since 2006, CH4 has been increasing again, quite dramatically.


�RF is defined as the external perturbation since the industrial revolution (usually taken as 1750), so by definition there was no RF intil then.


�These should be consistent in case throughout.


�Which models do you refer to?


�I’m not sure what you mean. The anomalies are differences  observations and the average of the base period.


�This can be updated to AR6, which was just released.
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