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[1] The Department of Energy’s Atmospheric Radiation Measurement (ARM)

program sponsored a large aerosol intensive observation period (AIOP) to study aerosol
during the month of May 2003 around the Southern Great Plains (SGP) Climate Research
Facility (CRF) in north central Oklahoma. Redundant measurements of aerosol optical
properties were made using different techniques at the surface as well as in vertical
profile with sensors aboard two aircraft. One of the principal motivations for this
experiment was to resolve the disagreement between models and measurements of diffuse
horizontal broadband shortwave irradiance at the surface, especially for modest aerosol
loading. This paper focuses on using the redundant aerosol and radiation measurements
during this AIOP to compare direct beam and diffuse horizontal broadband shortwave
irradiance measurements and models at the surface for a wide range of aerosol cases that
occurred during 30 clear-sky periods on 13 days of May 2003. Models and measurements
are compared over a large range of solar-zenith angles. Six different models are used

to assess the relative agreement among them and the measurements. Better agreement than
previously achieved appears to be the result of better specification of input parameters and

better measurements of irradiances than in prior studies. Biases between modeled and
measured direct irradiances are in the worst case 1%, and biases between modeled and

measured diffuse irradiances are less than 1.9%.
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1. Introduction

[2] Achieving agreement between clear-sky shortwave
broadband irradiance models and measurements is one
requirement for validating models, and it is the first step
to further use of these models in more complicated cloudy-
sky analyses. However, recent efforts to achieve broadband
shortwave radiative closure have met with some difficulties.
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Kato et al. [1997] looked at clear-sky data in the mid 1990s
and found that direct beam irradiance (hereafter, direct
irradiance) models and measurements agreed well. Halthore
et al. [1997] reached a similar conclusion. Kafo et al.’s
[1997] diffuse horizontal broadband shortwave irradiance
(hereafter, diffuse irradiance) measurements, however, were
well below the modeled irradiance even though the uncer-
tainties in the inputs and errors due to model assumptions
were taken into account. Halthore et al. [1998] concluded,
likewise, that models of diffuse irradiance were higher than
measurements. This led to a reassessment of offsets in
thermal pyranometers caused by the temperature gradient
between the dome and thermopile in pyranometers that had
been noted decades earlier [e.g., Gulbrandsen, 1978], but
largely ignored. A series of papers resolved the offset issue
by proposing methods to correct the error [Bush et al., 2000;
Haeffelin et al., 2001; Dutton et al., 2001; Michalsky et al.,
2003a]. Halthore and Schwartz [2000] found that even with
corrected offsets, diffuse irradiance measurements were
persistently lower than models. Barnard and Powell
[2002] confirmed the Halthore and Schwartz [2000] result
for the Southern Great Plains (SGP) Climate Research
Facility (CRF), however, using data from the North Slope
of Alaska, Atmospheric Radiation Measurement (ARM) site
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near Barrow, they were able to achieve closure to within the
measurement and model uncertainty. In a recent paper using
improved aerosol property inputs to the model, Halthore et
al. [2004] were still unable to achieve closure at the SGP
CRF in northern Oklahoma. In another recent paper where
model input aerosol optical properties were carefully scru-
tinized, Henzing et al. [2004] were able to achieve closure
between direct beam measurements and models, but found
that models produced much higher diffuse irradiance for a
midlatitude site in the Netherlands.

[3] This paper uses data from a major aerosol field
experiment conducted between 5 May 2003 and 30 May
2003 at and above the ARM SGP CRF, which is located
midway between Lamont and Billings, Oklahoma, at
36.61°N and 97.49°W. A major goal of this aerosol inten-
sive observation period (AIOP) was to obtain redundant
measurements of each aerosol optical property needed as
model input to radiative transfer codes. This paper features
computations of direct and diffuse irradiance using six
radiative transfer codes and carefully scrutinized inputs.
Notable improvements include better asymmetry parameters
and better spectral surface albedo specifications than in
prior studies. The comparisons cover a wide range of
aerosol optical thicknesses, solar zenith angles, and water
vapor amounts. These model results are compared with
careful measurements of direct and thermal-offset-corrected
diffuse irradiances.

[4] In section 2 the data used as input to the models and
the radiation data used to compare to model calculations are
described. The six models that are used to generate the
results for the 30 cases are described in section 3. Results of
the model-model and model-measurement comparisons are
shown in section 4. Major conclusions are discussed in the
final section.

2. Model Data Input and Radiation
Measurements

[5] Skies were screened for totally cloud-free periods
using three sources of data. First, time series plots of
broadband direct and diffuse data were used to screen for
clear skies. This was followed with plots of the multifilter
rotating shadow-band radiometer (MFRSR) 870-nm diffuse
data [Harrison et al., 1994]. This wavelength has little
Rayleigh scattering, and even light cirrus noticeably affects
the shape of the time series plots. A final step was to use sky
images from the YES, Inc. Total Sky Imager (TSI) to
confirm the selection of clear-sky period identifications.
Thirty cases were identified that included low to high sun
angles and aerosol optical thickness that ranged over those
typically observed for this site. Extremely low values of
aerosol optical thickness (<0.05) were not and are not
generally observed in May.

[6] The most important input variables in clear-sky solar
radiation modeling of surface irradiance include aerosol
information, specifically, column aerosol optical depth,
single scattering albedo, and asymmetry parameter, all as
a function of wavelength. The other key variables for clear-
sky modeling are, in approximate order of importance,
column water vapor, the spectral albedo of the surface that
surrounds the sites where irradiance measurements are
made, and column ozone.
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[7] Aerosol optical depth measurements were made with
a normal incidence multifilter radiometer (NIMFR), which
is a modified MFRSR that looks directly at the sun with a
5.7° field of view. Optical depths are measured at five
wavelengths including 415, 500, 615, 673, and 870 nm.
Measurements are made every 20 s during all daylight
hours. CIMEL Sun photometer measurements are also made
at the ARM CRF as part of the AERONET network
[Holben et al., 1998]. For 13 of the 30 cases we compared
CIMEL and NIMFR measurements at or near three wave-
lengths: 500, 670, and 870 nm. Of the 39 comparisons two
were not within the 95% uncertainty limits, about as
expected, and there was negligible bias between the mea-
surement sets. This is based on a CIMEL 95% aerosol
optical depth uncertainty of 0.02 [Schmid et al., 1999] and a
slightly larger assumed NIMFR 95% uncertainty of 0.02—
0.025 given that the NIMFR has a larger field of view than
the CIMEL. Further, Schmid et al. [2006] compared NIMFR
measurements with the 14-channel Ames Airborne Tracking
Sunphotometer (AATS-14) on 12 occasions when the in-
strument flew about 90 m above the ground-based NIMFR.
They report root-mean-squared differences and biases that
were slightly better than those between the AATS-14 and
two CIMEL Sun photometers that operated during the
campaign. The NIMFR aerosol optical depth was used in
all calculations.

[8] Values for single scattering albedo (wo,) and asym-
metry parameter (g) used in the radiative transfer calcula-
tions were derived from ground-based in situ measurements
made with the CRF’s Aerosol Observing System (AOS).
The AOS consists of several inline instruments that measure
acrosol properties for particle diameters less than 10 pm and
for particle diameters less than 1 pm. Sample air is pulled
through a 10 m stack above the measurement site to avoid
ground contamination. The sample is heated so that the air
remains at a low relative humidity (<40%) within the
system to avoid the effects of hygroscopic growth on
aerosol optical properties. Aerosol absorption is measured
at 565 nm using a Particle Soot/Absorption Photometer
(PSAP) and reported as an absorption coefficient (o,,) in
m~'. Aerosol scattering is measured at three wavelengths,
450, 550, and 700 nm, using two TSI, Inc. Model 3563
Integrating Nephelometers operated in series. The first
nephelometer is held at a low relative humidity (<40%)
while the second is ramped between 40 and 90% relative
humidity every hour. Data from the first nephelometer are
used to report dry scattering (o,,) and backscattering (o4,
coefficients in m~'. A humidification factor is computed
with data from the second nephelometer, which is then used
with the ambient relative humidity at the time of the
measurement to adjust the optical properties for hygroscopic
growth. A comprehensive explanation of the AOS is given
by Sheridan et al. [2001]. On occasion, when AOS data
were unavailable, data from a backup system in the guest
instrument facility (GIF) within 200 m of the CRF were
used. The two systems produced data that agreed to within
their uncertainties when both were operating.

[o] All scattering and backscattering data for particle
diameters less than 10 pm were adjusted to ambient humidity
conditions for the model calculations. The single scattering
albedo (w,), the ratio of scattering to extinction, was com-
puted from the above measurements (w, = 0,/(0y, + 04p).
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Figure 1.

Parameterized surface albedo input (dotted black line). The individual measurements of

wheat (W) and pasture (P) surface albedos are also shown.

The uncertainty associated with w, ranges from 0.036 to
0.049 for high- and low-scattering cases [Sheridan et al.,
2002]. The asymmetry parameter, the cosine weighted inte-
gral of the aerosol phase function, is derived from an
empirical relationship using the backscattered fraction (b =
OpsplOsp) [Wiscombe and Grams, 1976] that assumes the
Henyey-Greenstein phase function. Uncertainties for » range
from 0.012 to 0.018 for high- and low-scattering cases
[Sheridan et al., 2002]. Comparisons of the derivations of g
from different data sources and their corresponding uncer-
tainties are presented in a paper based on data from this IOP
[Andrews et al., 2006].

[10] The water vapor column was obtained from the
ARM data archive http://www.archive.arm.gov. These
measurements are made every 20 s using a microwave
radiometer, however, the 5-min-averaged data are used for
this study. The derivation of and uncertainty in column
water vapor (+0.05 cm) is explained by Liljegren [1994].
The column water vapor was adjusted downward from the
current ARM archived values by 3% following a suggestion
by Liljegren et al. [2005] based on improved microwave
retrievals. Ozone data are obtained from the Total Ozone
Mapping Spectrometer (TOMS) web site http://toms.gsfc.
nasa.gov. When TOMS data were not available (two cases),
Dobson data from Boulder, Colorado, obtained from the
Climate Monitoring and Diagnostics Laboratory (CMDL)
website http://www.cmdl.noaa.gov/ozwv/dobson were used.
Using the mean difference between the TOMS and CMDL
data for the month of May 2003 results in a negligible
change of 0.1% in diffuse and a 0.05% change in direct.

[11] Spectral surface albedo input data were parameter-
ized from the two downward looking multifilter radiometer
(MFR) heads that are on the 10-m tower over ungrazed
pasture and at the 25-m level of the 60-m tower over a
wheat field. MFR data were divided by uplooking MFRSR
data to determine surface albedos at six wavelengths. Equal
weighting of the surface albedos used in the calculations
was based on the subjective observation that the site is
surrounded mostly by wheat and pasture in equal propor-
tions. The parameterization used for the surface albedo
between 300 and 3000 nm is described by Michalsky et
al. [2003b]. A straight line is fit between 300 and 700 nm

using the four shortest wavelengths (415, 500, 615, and
673 nm) from the two MFRs. A constant value is deter-
mined using the average value of the two longest wave-
lengths (870 and 940 nm) from the two MFRs and used for
all wavelengths between 750 and 1300 nm. A line connects
the 700 and 750 nm points from each fit. Finally, a line
connects the 1300 nm point and zero surface albedo at 3000
nm on the basis of general tendencies for vegetation. Figure
1 illustrates how the wavelength-dependent surface albedo
was determined for a single case. Since clear-sky surface
albedos show solar-zenith angle and wavelength dependen-
cies, the surface albedo is determined for each observation.

[12] The ground-based direct beam and diffuse horizontal
shortwave irradiance data used in model comparisons were
obtained from the CRF’s radiation calibration facility (RCF)
and guest instrument facility (GIF) that are separated by no
more than 200 m. An absolute cavity radiometer makes the
preferred measurement of direct beam irradiance with an
uncertainty of 0.4% or about 3—4 W/m?. Cavity measure-
ments were made from the RCF for seven of the 30 cases
studied. For the other direct beam measurements a pyrhe-
liometer, Eppley model NIP, labeled A on the GIF observ-
ing stand was used with an uncertainty of about 1-1.5% or
8—12 W/m?. The diffuse horizontal irradiance data were
obtained from two instruments on the GIF observing stand.
The diffuse value used was an average of an Eppley 8-48
shaded pyranometer, which has no offset, and an offset-
corrected Kipp & Zonen CM22. The small offset correction
applied in the latter case is a two-parameter fit as explained
by Michalsky et al. [2005]. The estimated uncertainty in
diffuse irradiance is about 4% or about 4 W/m?.

3. Models Used in the Downwelling Shortwave
Calculations

[13] The models used for the comparisons have low to
moderate spectral resolution. The modeled direct beam and
diffuse horizontal spectral irradiances are spectrally inte-
grated to compare with broadband shortwave measure-
ments. The extraterrestrial spectral irradiance assembled
by Gueymard [2004] was used as the input spectrum, except
for one model, and this input irradiance was scaled to the
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actual solar distance. A surface albedo file that spanned the
300—-3000 nm wavelength region was provided for each
case. Table 1 contains information regarding the models and
how inputs were applied for the 30 cases in this study.

[14] Correlated k distribution tables used in the rapid
radiative (RAPRAD) transfer model [Toon et al., 1989]
were built on the basis of the high-resolution transmission
molecular absorption database HITRAN 2000 [Rothman et
al., 2003] using a line-by-line radiative transfer model
(LBLRTM [Clough et al., 2004]). Absorption by water
vapor, ozone, carbon dioxide and oxygen is included [Kato
et al., 1999]. To avoid assuming multiplication properties
[Goody and Yung, 1989] for overlapping bands, the minor
gas concentration was fixed and tables built as a function of
pressure, temperature and concentration of major gases.
Because the multiplicative rule gives the minimum trans-
mission, the direct irradiance is larger by 0.4% compared to
the direct irradiance using the multiplicative assumption.

[15] RAPRAD was run with some modifications to the
specified inputs. To extrapolate measured single scattering
albedos and asymmetry parameters at 550 nm to other
wavelengths, the single scattering albedo and asymmetry
parameter are computed with Mie theory using the refrac-
tive index of sulfate [d’Almeida et al., 1991], a mode radius
of 0.1 pm, and assuming a lognormal distribution with a
standard deviation of 1.4 um. These values are then scaled
by the ratio of the computed-to-measured values at 550 nm.

[16] The moderate resolution radiative transfer model
MODTRAN™4.9, which calculates cloudy and clear sky
irradiance, radiance, and transmittance, was used [4nderson
et al., 2000]. MODTRAN™s historic 1 cm™' band model
is based on a two-parameter equivalent-width band model
(proportional to temperature and pressure) that employs
large prestored spectral databases. With the addition of
correlated k [Lacis and Oinas, 1991], coupled with the
automated flux output from the embedded discrete ordinate
(DISORT [Stamnes et al., 1988]) radiative transfer algo-
rithm, the required inputs for this comparison are readily
available. The band model parameters are derived directly
from the spectral line data in HITRAN 2000 [Rothman et
al., 2003], including all corrections and extensions before
2004. See http://cfa-www.harvard.edu/HITRAN/ for details.
The code includes the CKD [Clough et al., 1980] (http://
rtweb.aer.com/) continua for water vapor, O,, and N,
version CKD_2.4. Appropriate spectroscopic descriptions
are available for each of 13 molecular species, plus cross
sections for the heavy molecules (e.g., chlorofluorocarbons)
in the HITRAN database. The band model approach is
designed for temperature ranges between 180 and 320°K
under conditions of local thermodynamic equilibrium only.

[17] MODTRAN™ provides a selection of default
options for inputs, but also allows the users to supply their
own. Many of the user-supplied options were used in these
calculations, including some newly written options (to be
included in the next release of MODTRAN™4, version 9).
The MODTRAN™ calculations for this study included
those in Table 2 plus (1) AOT (500 nm) converted to
AOT (550 nm); (2) solar extraterrestrial irradiance, where
Gueymard [2004] is used and differences between the
MODTRAN™ default versus Gueymard are <0.2%; and
(3) solar geometry, where elevation angle, as in Table 2, is
converted to solar zenith angle.
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Radiative Transfer
Delta-2 stream
DISORT, 8-stream

8-stream

correlated k and DISORT,
8-stream

correlated k and DISORT,

correlated k and
modified 2-stream
DISORT, 4-stream
correlated k and

Surface Albedo

300-3000 nm, as specified,
below 300 and above 3000 nm

300-3000 nm, as
below 300 and above 3000 nm

615, 673, 870, and 940 nm
and scaled with tabulated

vegetative albedos
300-3000 nm, as specified,
specified, with zero values

with fixed 300 nm and
3000 nm values above
and below these \s

same as above
with zero values

used albedos at 415, 500,

same as above

X Resolution
32 discrete bands
5 nm if > 1705 nm
at shorter wavelengths

14 discrete bands

if 400—1705 nm,
variable with higher resolution

0.5 nm if < 400 nm, 1 nm

5 cm
5 nm

X Range, nm
2404600
280-4000
280-4000
263-3846
250-4500
280-2950

Model
RAPRAD

version 2.5

Table 1. Descriptions of Model Features

MODTRAN 4.9
SMARTS 2.9.5
RRTM_SW,
SBDART 2.4
SBMOD 1.0
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Table 2. Key Model Inputs, Except for Surface Albedos, Where CST is Central Standard Time, 9, is the Single Scattering Albedo, and

g is the Asymmetry Parameter®

Case Date CST Sun Elevation, deg AOT 500 nm % Wo g H,O, cm 03, DU
1 5 May 2003 645 13.3 0.054 0.32 0.89 0.58 1.27 336
2 800 28.2 0.058 0.34 0.93 0.69 1.34 336
3 910 42.1 0.057 0.39 0.93 0.56 1.40 336
4 1200 68.8 0.078 (0.063)h 0.44 0.92 0.54 1.46 336
5 1600 38.9 0.075 0.36 0.95 0.55 1.77 336
6 1800 15.0 0.083 0.42 0.93 0.59 1.92 336
7 6 May 2003 1730 21.1 0.140 1.33 0.93 0.57 1.72 350
8 1815 12.2 0.137 1.35 0.92 0.55 1.71 350
9 7 May 2003 730 22.5 0.138 1.37 0.93 0.63 1.97 337
10 930 46.4 0.101 1.28 0.85 0.54 1.98 337
11 9 May 2003 930 46.7 0.261 (0265)" 0.66 0.95 0.64 0.98 318
12 1130 67.1 0.302 (0.304)° 0.69 0.94 0.61 1.13 318
13 1230 70.8 0.270 (0‘266)b 0.68 0.94 0.61 1.43 318
14 10 May 2003 700 17.0 0.487 (0‘526)b 0.97 0.95 0.66 1.57 301
15 11 May 2003 700 17.2 0.077 1.13 0.97 0.51 1.04 312
16 920 45.1 0.084 1.15 0.97 0.57 1.09 312
17 1230 71.3 0.085 (0.055)° 1.04 0.94 0.58 1.14 312
18 1500 51.5 0.071 (0.057)h 0.97 0.96 0.55 1.13 312
19 12 May 2003 730 23.3 0.083 1.22 0.88 0.57 1.53 323
20 950 51.1 0.086 (0.080)° 1.23 0.93 0.56 1.54 323
21 20 May 2003 1400 63.7 0.198 (0.203)b 1.43 0.93 0.64 2.26 bldr-294
22 22 May 2003 800 30.4 0.194 1.42 0.94 0.66 2.43 bldr-309
23 27 May 2003 1300 73.1 0.293 (0.284)° 1.39 0.94 0.60 1.35 334
24 1600 41.7 0.297 1.37 0.95 0.61 1.43 334
25 28 May 2003 730 24.9 0.229 1.62 0.93 0.61 2.99 320
26 1800 17.9 0.195 1.59 0.95 0.62 2.71 320
27 29 May 2003 830 36.9 0.141 1.30 0.94 0.61 2.80 291
28 1230 75.0 0.128 (0‘123)b 1.21 0.95 0.60 2.83 291
29 30 May 2003 1130 70.6 0.169 (0.166)h 1.22 0.92 0.58 3.48 293
30 1445 56.8 0.158 (0‘157)b 1.39 0.94 0.61 3.16 293

“Water vapor and ozone are column values.
®AERONET values are in parentheses.

[18] SMARTS is the Simple Model of the Atmospheric
Radiative Transfer of Sunshine. It is a clear-sky code used
to calculate the shortwave (280—4000 nm) direct beam and
diffuse irradiance on any surface [Gueymard, 1995, 2001].
It is used extensively in solar energy research and various
other applications. The code is very fast, easy to run and
free. The latest version (2.9.5) is used here. At each
wavelength, the individual atmospheric transmittances due
to absorption by a maximum of 17 gas species (besides
water vapor) are calculated from Lambert-Beer’s law. An
optical mass specific to each species is used for it, along
with temperature-dependent absorption coefficients
obtained by downgrading high-resolution spectroscopic
cross-section data. For water vapor, parameterizations of
the MODTRAN™ band model are used. For aerosol ex-
tinction under ideal conditions, a choice of nine aerosol
models is offered, thus defining all optical properties
spectrally. For realistic conditions, which are the case here,
Angstrom’s law is used to obtain AOT at any wavelength on
the basis of a fit of sunphotometer data, but separately for the
wave bands below and above 500 nm. To better simulate the
radiometers’ response, the optional circumsolar correction
was turned on and a 5.7° angle was considered for both the
pyrheliometer’s field of view and the sky area blocked by
the diffuse pyranometer’s shading disk.

[19] The shortwave rapid radiative transfer model
(RRTM_SW) calculates shortwave fluxes and heating rates
in 14 contiguous bands [Mlawer and Clough, 1998; Clough
et al., 2004] using the correlated k method of radiative
transfer and the discrete ordinates radiative transfer program

DISORT [Stamnes et al., 1988]. The k distributions were
obtained from absorption coefficients obtained from the
well-validated, line-by-line radiative transfer model
LBLRTM, thus providing a traceable link from RRTM_SW
to observations done at the highest spectral resolution.
RRTM_SW is suitable for use as a reference to improve
the performance of GCM shortwave codes. Modeled sour-
ces of extinction include water vapor, carbon dioxide,
ozone, methane, oxygen, Rayleigh scattering, and aerosols.
For this comparison, the aerosol optical depths are derived
from the Angstrom relationship, with spectrally constant
single-scattering albedos and asymmetry parameters. The
solar source function used is based on theoretical radiative
transfer calculations for the solar atmosphere [Kurucz,
1992].

[20] Santa Barbara DISORT Atmospheric Radiative
Transfer (SBDART, version 2.4) is a widely used code for
calculations of radiative transfer in both cloudy and clear
atmospheres [Ricchiazzi et al., 1998] (http://www.crseo.ucs-
b.edu/esrg/pauls_dir). It is based on the DISORT multiple
scattering radiative transfer module, and includes models
for the important scattering and absorption processes that
affect solar and infrared transmission. The code is quite
flexible and provides options to run with three models of
extraterrestrial source spectra, six standard atmospheric
models [McClatchey et al., 1972], and a variety of optical
models for clouds and aerosols. To satisfy differing require-
ments of speed and accuracy, SBDART can be run in either
the standard low-resolution mode that uses gas absorption
band models from LOWTRAN, or in a more accurate
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Direct,® W/m? SBDART, RAPRAD, SMARTS, SBMOD, MODTRAN,
Case (Measured) Direct Direct Direct Direct Direct RRTM, Direct

1 604 598 607 602 602 602 597
2 827 811 819 813 811 812 809
3 913 900 909 901 899 902 898
4 968 950 960 954 949 952 949
5 859 851 857 853 852 842 850
6 571 568 574 568 572 569 567
7 643 650 658 650 643 647 650
8 474 478 481 479 470 475 480
9 669 666 677 666 660 664 668
10 882 876 886 875 872 876 876
11 757 752 763 760 754 755 755
12 798 796 806 801 796 799 798
13 816 815 826 820 815 818 817
14 263 271 277 278 264 279 275
15 681 680 690 681 674 679 682
16 910 907 916 910 902 908 909
17 971 964 972 969 960 967 967
18 936 934 943 939 931 937 937
19 750 742 752 741 738 741 744
20 909 912 921 912 908 913 914
21 854 853 862 856 847 853 855
22 694 690 698 691 684 688 692
23 844 833 840 844 827 833 835
24 732 720 727 732 713 718 721
25 601 600 609 600 592 597 602
26 534 531 537 536 523 526 532
27 774 772 779 770 768 770 773
28 903 898 904 900 894 897 898
29 865 857 872 858 852 856 856
30 844 843 849 844 838 841 843
Average 761.5 757.3 765.7 760.1 753.6 757.2 758.3
Measured — modeled (0.4% lo) 0.7% hi 0.0% hi (1.0% lo) (0.4% lo) (0.3% lo)

*Note that measurement uncertainty is about 3—4 W/m? for bold numbers and 8—12 W/m? for nonbold numbers.

correlated k mode. When running in the high-accuracy
mode, SBDART uses correlated k optical depths generated
from line-by-line transmission calculations. This capability
was originally developed in a program named SBMOD
[Yang et al., 2000], which is the name used to identify the
high-resolution SBDART runs in this study.

[21] For SBMOD the aerosol optical depth was interpo-
lated between measured aerosol optical depth wavelengths.
For wavelengths beyond the measured short and long
wavelength endpoints an extrapolation in optical depth
using an Angstrom coefficient () of 1 was assumed.

4. Comparison Results

[22] Thirty clear-sky cases were selected from 13 days
during the AIOP. Table 2 contains most of the input
parameters used to model the direct and diffuse horizontal
irradiances detected at the surface. Table 2 indicates the
range of conditions that were modeled. Times ranged from
early morning to late afternoon, including times near solar
noon, consequently, solar elevations were as low as 12° and
as high as 75°. Aerosol optical thicknesses ranged from
0.055 to 0.493 at 500 nm with some significant changes in
the wavelength dependence of the aerosol extinction. A
common way to express the aerosol optical depth wave-
length behavior is as the slope of a linear least squares fit to
a plot of the natural log of the aerosol optical depth versus
the natural log of the wavelength in pm. That slope is
commonly designated o, which is listed in Table 2 for all 30

cases. For comparison a typical value of « for the ARM site
is 1.3 [Michalsky et al., 2001]. Integrated water vapor
column amounts varied between 1.0 and 3.5 cm. Ozone
had a modest variation during the selected days with
extreme values of 291 and 350 Dobson units. Of particular
note is the fact that single scattering albedos (column
labeled w,) were unexceptional with all midvisible values
between 0.88 and 0.97, and most were in the middle of this
range. The aerosol asymmetry parameters (column labeled
g) ranged between 0.51 and 0.69.

[23] Table 3 contains the measured direct beam irradiance
(the seven cavity values are in bold type in Tables 3 and 5)
and the calculated results from the six models for all 30
cases. The next to last line of Table 3 is the average direct
irradiance for all 30 cases. The bottom line lists the average
percent difference for all thirty cases, which is different than
the mean bias difference, but is used here to give equal
weight to all of the cases. The six, modeled direct irradi-
ances are from 1.0% low to 0.7% high; this range is within
the estimated uncertainty in the direct irradiance measure-
ments alone without even considering the model uncertain-
ties. Table 4 contains the diffuse irradiance measurements
and the model results for all 30 cases. Again, the mean
measured and modeled irradiances are listed on the next to
last line and the average percent difference from measure-
ments for all 30 cases is on the bottom of Table 4. The range
in measurement/model diffuse irradiance percent difference
is between —0.6% and +1.9%. This is much smaller than
the diffuse measurement uncertainty and a remarkable
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Table 4. Diffuse Irradiance Measurements and Six Model Results®
Diffuse, W/m? SBDART, RAPRAD, SMARTS, SBMOD, MODTRAN, RRTM,
Case (Measured) Diffuse Diffuse Diffuse Diftuse Diftuse Diffuse
1 51 50 50 53 48 48 49
2 70 77 74 77 73 71 76
3 78 83 81 83 80 81 83
4 95 104 102 100 101 102 103
5 90 92 90 91 89 89 91
6 64 62 62 65 59 59 61
7 83 80 80 81 79 79 78
8 58 56 58 58 55 54 54
9 82 83 83 84 82 81 81
10 96 91 90 92 90 91 90
11 184 189 180 186 185 182 187
12 220 221 215 216 217 215 219
13 205 210 204 205 205 204 208
14 128 126 128 132 124 121 124
15 60 60 60 62 59 60 59
16 87 94 92 93 93 93 92
17 91 103 102 101 103 101 102
18 84 91 89 89 90 89 90
19 67 67 68 70 67 67 66
20 95 94 92 94 93 93 93
21 148 147 146 148 147 143 145
22 114 113 112 114 113 111 112
23 185 190 189 183 191 189 189
24 160 164 163 160 165 162 163
25 106 102 103 104 102 101 100
26 81 81 81 82 81 79 79
27 105 105 102 106 104 102 103
28 117 122 120 118 121 119 120
29 134 136 132 133 135 134 134
30 121 126 124 124 125 123 124
Average 108.6 110.6 109.1 110.1 109.2 108.1 109.2
Measured — modeled 1.8% hi 0.7% hi 1.9% hi 0.3% hi (0.6% lo) 0.3% hi

*Note that measurement uncertainty is about 4 W/m? for numbers in first column.

improvement over earlier results, where modeled diffuse
was typically 10—20% higher than measurements [Halthore
and Schwartz, 2000; Halthore et al., 2004].

[24] Gueymard [2003] contains a sensitivity study for
direct beam only. He found that the primary contributions
to uncertainty arise from aerosol optical depth and water
vapor column. Table 5 contains SBDART model results and
AIOP measurements with one simple change in the model
inputs. The model was run with an aerosol optical depth of
0.01 subtracted from each wavelength. Using this lower
acrosol optical depth, the comparison of measurements and
the SBMOD model results is significantly worse with
higher direct beam and lower diffuse irradiance. An uncer-
tainty of 0.01 in aerosol optical depth is a typical one
standard deviation uncertainty for well-made aerosol optical
depth measurements. Of course, all inputs and radiation
measurements contain uncertainty and a paper by A.
McComiskey et al. (Direct aerosol forcing: Calculation
from observables and sensitivities to inputs, manuscript in
preparation, 2006, hereinafter referred to as McComiskey et
al., manuscript in preparation, 2006) is in preparation to
illustrate how uncertainties in model inputs and measure-
ments propagate and affect both direct normal and diffuse
horizontal irradiance comparisons.

5. Discussion and Conclusions

[25] The model and measurement results of Tables 3 and
4 are displayed graphically in Figure 2 (top and bottom) for
direct irradiance and Figure 3 (top and bottom) for diffuse

irradiance. Figures 2 (top) and 3 (top) are scatterplots of six
modeled direct and diffuse irradiances, respectively, for the
30 cases versus the measured direct and diffuse irradiances.
The one-to-one line is drawn in each plot to demonstrate
that the correlation is high for both direct and diffuse, that
the range of direct models intersect the one-to-one line in
most of the thirty cases, and that the range of diffuse models
intersect the one-to-one line in slightly fewer, but still the
majority of cases. Figures 2 (bottom) and 3 (bottom) are
plots of the differences in terms of (model — measurement)
for the 30 cases in the order that they appear in Tables 3 and
4 for direct and diffuse irradiance, respectively. This latter
display allows one to see amplified differences that are not
obvious on the scatterplots because of the scale needed to
cover the entire range of direct and diffuse irradiances for all
30 cases on those scatterplots.

[26] The results are generally encouraging in that the
measurements, for the most part, fall within the range of
all six models’ results for both the direct and diffuse
irradiance. The exceptions are clearly seen in Figures 2
(bottom) and 3 (bottom). The relatively low aerosol optical
depth days (<0.10) of 5, 11, and 12 May show mixed results
relative to the problem of model-overestimated diffuse for
these clearest of days discussed by Halthore and Schwartz
[2000] and Halthore et al. [2004]. While 5 May had the
lowest aerosol optical depth, only three points of the six
(cases 2—4) during the day had somewhat high diffuse
values. Moreover, the direct models are low for those same
points suggesting the possibility that the aerosol optical
depth input values may have been high, which, if true,
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Table 5. Measurement and SBDART Model Comparison With 0.01 Subtracted From the Optical Depth at Each

Wavelength
Direct,® W/m? SBDART Diffuse, W/m? SBDART (-0.01),

Case (Measured) (—0.01), Direct (Measured) Diffuse
1 604 624 51 47
2 827 827 70 71
3 913 913 78 77
4 968 960 95 97
5 859 864 90 86
6 571 589 64 59
7 643 666 83 76
8 474 497 58 54
9 669 682 82 79
10 882 887 96 86
11 757 762 184 184
12 798 804 220 216
13 816 823 205 204
14 263 279 128 125
15 681 700 60 57
16 910 918 87 87
17 971 974 91 96
18 936 946 84 84
19 750 759 67 63
20 909 922 95 88
21 854 861 148 141
22 694 702 114 109
23 844 840 185 185
24 732 729 160 160
25 601 612 106 99
26 534 545 81 78
27 774 784 105 100
28 903 906 117 115
29 865 865 134 130
30 844 852 121 120
Average 761.5 769.7 108.6 105.8
Measured — modeled 1.4% hi (3.1% lo)

*Note that measurement uncertainty is about 3—4 W/m? for bold numbers and 8—12 W/m? for nonbold numbers.

would raise the direct and lower the diffuse. Note that the
deviations on 27 May, cases 23 and 24, although not low
aerosol optical depth cases, could be improved with a similar
explanation. Comparing Tables 3 and 4 with Table 5
demonstrates that an optical depth of 0.01 or less could
explain most of the discrepancies, and 0.01 is clearly within
the uncertainty for this measurement. Nothing in Figures 2
(bottom) and 3 (bottom) suggest that 12 May results, for this
low-aerosol day, are exceptional (cases 19-20). 11 May
therefore appears to be the exception with three high diffuse
values and no corresponding low direct values (cases 16—18).
From Table 2 it appears that we could improve the diffuse
comparison by using the AERONET values for aerosol
optical depth, however, the modeled direct would be much
too high if we were to use AERONET aerosol data.

[27] The overall modeled and measured differences for
the direct beam and diffuse horizontal irradiances in terms
of root-mean-square (RMS) differences and biases are
summarized in Figure 4. The hatched boxes are RMS
differences for direct normal and diffuse irradiances. The
solid boxes represent the biases in terms of (modeled —
measured) irradiances. RMS differences for direct normal
irradiance range between 0.9 and 1.2%; biases range be-
tween —0.7 and 0.7%. RMS differences for diffuse irradi-
ances range between 3.2 and 4.1%; biases range between —
0.5 and 1.8%. Results for both direct and diffuse fall
within the combined uncertainties of the models and
measurements.

[28] The SMARTS model differs in one respect from the
others in that it attempts to mimic the way measurements
are actually made. Direct beam measurements include some
of the solar aureole because pyrheliometers have an aperture
that is either 5° or 5.7°, depending on the particular
instrument, compared to the 0.5° disk subtended by the
sun; diffuse measurements exclude approximately the same
sized aureole. For the conditions of 10 May (large AOD and
large zenith angle), this circumsolar correction was a
maximum and added about 10 W/m? (or 3.6%) to the
calculated direct normal irradiance and removed about
3 W/m? (or 2.2%) from the calculated diffuse horizontal
irradiance.

[20] The sensitivity of the comparisons to model input
and irradiance measurement uncertainties will be discussed
in greater detail in a forthcoming paper (McComiskey et al.,
manuscript in preparation, 2006), but the change in model
and measurement agreement by invoking a rather small
change in optical depth as presented in the previous section
illustrates the high sensitivity of these comparisons to the
aerosol optical depth input. In analyzing the early compar-
isons among the models for this paper, it was discovered
that a large difference was caused by the manner in which
the models handled the aerosol optical depth wavelength
dependence. Most of the models simply used an optical
depth that followed the Angstrom expression

T=0N\""
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Figure 2. (top) Scatterplot of six modeled irradiances versus measured direct irradiance. (bottom).

Difference plot (model — measurement) of direct irradiance as a function of case number in Table 2.

where T is the aerosol optical depth at wavelength X. 3 and
« are constants based on a linear least squares fit of In(T)
versus In(\). The values of optical depth at 500 nm and « in
Table 2 were used to calculate aerosol optical depth at all
other wavelengths. SBMOD interpolates aerosol optical
depth between the five NIMFR wavelengths and assumes
that the aerosol optical depth at 415 nm applies to all shorter
wavelengths and the aerosol optical depth at 870 nm applies
at all longer wavelengths. Changing this algorithm to
assume a X\~ aerosol optical depth dependence outside the
measured aerosol wavelength range using the 415 and 870
end points as anchors produced about a 10 W/m? increase in
modeled direct irradiance and about a 4 W/m? decrease in
modeled diffuse irradiance yielding significant improve-
ments in the agreement with measured values.

[30] In general, the extinction of real aerosols cannot be
described using fixed aerosol models from the literature.
Therefore the SMARTS model uses its built-in simplified
treatment based on the AOD at 500 nm and a two-tier
Angstrom law, with distinct average values of the wave-
length exponent (o) for the 280—500 and 500—4000 nm
wave bands. This was specifically done here by linearly

fitting the measured aerosol optical depth values from the
five available NIMFR channels (415-870 nm) to the log-
transformed Angstrom’s equation, separately for these two
wave bands. The broadband-averaged alpha value indicated
in Table 2 was, therefore, not used for SMARTS runs. Note,
however, that the two band-average values of o obtained
were generally found close to each other for all days except
5 May, when the 280—500 nm « was negative and consid-
erably smaller in magnitude than the positive 500—4000 nm
«; this behavior in aerosol optical depth wavelength depen-
dence indicates an atypical mix of acrosols on that day.
[31] Referring to Table 1, the surface albedos were treated
differently in the six models. Files of surface albedo were
supplied for the 300—3000 nm range. Most models simply
used the values at 300 nm and 3000 nm for wavelengths
shorter and longer than these wavelengths, respectively.
Some models set the values outside the given range to zero.
For clear skies these assumptions will make no difference in
direct beam results and little difference in diffuse irradiance
given the small contribution of midinfrared radiation in
clear skies and the small contribution of ultraviolet radiation
below 300 nm in all skies. Surface albedos at the six fixed
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Modeled vs Measured Diffuse Irradiance (W/m?)
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Figure 3. (top) Scatterplot of six modeled irradiances versus measured diffuse irradiance. (bottom).
Difference plot (model — measurement) of diffuse irradiance as a function of case number in Table 2.
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wavelengths, which were used to parameterize the surface
albedo for the full range of wavelengths in the input files,
were also made available for the model runs. One model
was run using those measured values directly, linearly
interpolating between the measurements and using the
endpoint albedos for wavelengths outside the range of the
measurements. This resulted in less than a 0.1% change in
diffuse irradiance. More significantly, if the surface albedo
is derived from the measured broadband surface albedo and
that constant value is used for all wavelengths, the calcu-
lated diffuse irradiance is larger, on average, by 7%.

[32] Since ground-based values of single scattering albedo
and asymmetry parameter were used, it can be argued that
the column values of these parameters may not be well
represented in these calculations. Andrews et al. [2004]
found that the ground-based measurements at the AOS
are, on average, fairly representative of the column. If
anything, the column-averaged single scattering albedo
tends to be slightly lower than the surface value for an
average profile. A lower single scattering albedo would
slightly reduce the diffuse model results. The asymmetry
parameter tends to be greater in the layers just above the
surface and then smaller at even higher altitudes, thus it is
less clear whether the column-averaged asymmetry param-
eter would produce any difference in modeled diffuse
irradiance at the surface (E. Andrews, private communica-
tion, 2006). During the AIOP, elevated layers of aerosol
above the site were detected. In the last days of the month
these aerosol layers originated from Siberian forest fires.
Ferrare et al. [2006] report single scattering albedos of
0.96—-0.98 for these elevated aerosol layers on 25 and 27
May. These values are slightly, but not significantly greater
than the surface-based AOS single scattering albedos;
therefore they should not significantly affect the calculated
diffuse irradiance.

[33] Only one model used a significantly different wave-
length range to define the shortwave. SBMOD’s longwave
cutoff was 2950 nm, while the other models included
radiation out to 3800 nm or beyond. On the basis of a
MODTRAN™ sensitivity run, a cutoff at 3000 nm should
result in direct being underestimated, relative to a longwave
cutoff of 4000 nm, by 5—6 W/m?* on average and produce
less than a 0.5 W/m? underestimate in diffuse. Therefore, if
the shortwave cutoff were extended to 4000 nm we would
expect the SBMOD direct model and measurement differ-
ence to improve significantly, with the diffuse overestimate
changing modestly. Only one model RRTM_SW did not use
the Gueymard [2004] extraterrestrial spectrum; it used the
Kurucz [1992] theoretical spectrum that integrates to
1368 W/m?, which is 2 W/m? larger than Gueymard
[2004]. Using the latter spectrum one would expect the
RRTM_SW direct bias to increase by about 1 W/m?.

[34] In summary, solar radiation models and measure-
ments seem to have merged as a result of better specification
of input parameters and better measurements of irradiances
than in prior studies. However, improving the uncertainties
of the inputs and irradiance measurements is an unfinished
task. Further effort is warranted in testing more cases for
very low aerosol optical depth days that tend to occur in mid
to late autumn at the SGP CRF. Finally, these models should
be tested spectrally against a carefully calibrated shortwave
spectral irradiance data set in order to ensure that cancella-
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tion of errors in different portions of the spectrum is not
responsible for the excellent agreement achieved in this
study.
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